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[bookmark: _Toc146275856]ABSTRACT

Machine learning has the potential to revolutionize healthcare by providing a unified medical information system that benefits patients, doctors, pharmacists, and policymakers. The development of a unified medical information system based on machine learning has the potential to revolutionize healthcare by providing benefits to patients, doctors, pharmacists, and policymakers. Machine learning algorithms have demonstrated their effectiveness in analyzing big healthcare data and generating algorithms that perform on par with human physicians. These algorithms can extract valuable information and knowledge from Electronic Medical Records (EMRs), enabling physicians to make more accurate diagnoses and treatment decisions. Machine learning techniques can also assist in improving hospitalization prediction, mortality prediction, and clinical text classification.

Machine learning in a unified medical information system can benefit patients by improving the accuracy and efficiency of diagnoses and treatment plans. By analyzing large amounts of patient data, machine learning algorithms can identify patterns and trends that may not be apparent to human physicians, leading to more personalized and effective care. This can ultimately improve patient outcomes and reduce healthcare costs.

For doctors, a unified medical information system based on machine learning can provide decision-support tools that enhance their analysis and decision-making processes. Machine learning algorithms can improve feature ranking and classification accuracy by leveraging the knowledge captured in knowledge graphs and the taxonomical structure of the Unified Medical Language System (UMLS). This can help doctors identify relevant features and passages in clinical text, enabling them to make more informed decisions. Machine learning algorithms can assist doctors in making more accurate diagnoses, predicting disease progression, and personalizing treatment plans based on individual patient characteristics.

Pharmacists can also benefit from a unified medical information system by leveraging machine learning algorithms to improve drug discovery and personalized medicine. Machine learning techniques can analyze large datasets to identify potential drug candidates and predict their efficacy and side effects. This can accelerate the drug discovery process and lead to the development of more effective and personalized treatments.

Policymakers can utilize a unified medical information system to make data-driven decisions and improve healthcare policies. Machine learning algorithms can identify trends, patterns, and correlations that inform policy decisions and resource allocation by analyzing large-scale healthcare data. This can lead to more efficient and effective healthcare systems.

However, deploying machine learning algorithms in healthcare also raises ethical considerations. The opacity and uncertainty associated with machine learning algorithms can undermine the epistemic authority of clinicians and raise concerns about paternalism, moral responsibility, and fairness. Therefore, it is crucial to carefully consider the ethical implications and potential pitfalls of algorithmic decision-making in healthcare.
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[bookmark: _Toc146275871][bookmark: _Hlk152493236]DEFINITIONS

Algorithm - An algorithm is a step-by-step set of instructions, or a systematic process designed to solve a specific problem or perform a particular task in a well-defined and efficient manner.

Regression - Regression is a statistical analysis method used to model and analyze the relationship between a dependent variable (the outcome or response) and one or more independent variables (predictors or features) to understand and predict the value of the dependent variable based on the values of the independent variables.

Dataset- a collection of information comprising different elements.

Experiment - An experiment is a systematic and controlled process used to test a hypothesis or gather data to better understand a specific phenomenon or answer a scientific question. 

Machine learning - a computer science technique that enables computers to learn and make predictions or decisions without being explicitly programmed, by using patterns and data to improve their performance over time.

Split- the process of dividing something into two or more components

Pre-processing - series of steps and techniques used to clean, transform, and prepare raw data into a structured and meaningful format that can be used for analysis or training machine learning models.

Information system - a structured and organized set of components that collect, store, process, and distribute data to support decision-making and other organizational activities.

Forecasting – the process of predicting future events or trends based on historical data and analysis.

Analysis – the process of examining something carefully to understand its components, structure, and meaning.


[bookmark: _Toc146275872]CHAPTER 1: Introduction

1.1 [bookmark: _Toc146275873]Background

[bookmark: _Hlk152493955][bookmark: _Hlk152493989]Data has become an indispensable part of our modern society and economy, exerting a substantial influence across multiple domains. Its availability and effective utilization have instigated remarkable transformations in various industries, fostering innovation and enhancing decision-making processes. Data is crucial in various fields, including science, technology, business, healthcare, and social sciences. It is used to make informed decisions, gain insights, and understand patterns and trends. In mathematics education, data is used to study the effectiveness of different teaching methods and interventions. For example, a study by Karatas-Aydin and Bostan [56] explored the views of gifted students on integrating the history of mathematics-embedded videos into mathematics classrooms. The study's findings revealed that the history of mathematics could be used both as a tool and as a goal in mathematics education. In the field of biodiversity, data is used to understand the distribution and abundance of different species and ecosystems. Bölling et al. [57] discussed the robust integration of biodiversity data using a representation based on object histories. This approach provides a coherent structure for documenting individual processes and states for any given object and linking this documentation. In healthcare, data is used to improve the quality of care and clinical decision-making. Zakim et al. [58] conducted a study comparing the completeness and accuracy of medical history data collected by physicians in electronic health records (EHR) with data collected through computerized history-taking (CHT). The study found that CHT improved the data quality for clinical decision-making, suggesting that methods to improve the completeness and accuracy of medical history data could have clinical value. The emergence of big data and advanced analytics techniques has further magnified the significance and potential of data [1]. Izhar and Shoid [59] highlight the importance of trustworthy organizational data for achieving organizational goals. The availability of reliable and accurate data enables organizations to make informed decisions and align their strategies with their objectives. Data also plays a significant role in interpreting and understanding models and frameworks. As data becomes more abundant, insight into models and frameworks becomes increasingly important [60]. The analysis and interpretation of data allow researchers and practitioners to gain a deeper understanding of complex systems and phenomena. The quality and reliability of data are crucial for its effective utilization. Merendino et al. [61] emphasized the importance of using multiple data sources to enhance the findings' reliability and validity. By incorporating diverse data sources, the risk of common method bias can be minimized, ensuring the accuracy and robustness of the data.

1.2 [bookmark: _Toc146275874][bookmark: _Hlk152494142]Evolution of Data Analysis

The use of data has expanded with advancements in technology, allowing for the collection, storage, and analysis of vast amounts of information. Data is also vital in artificial intelligence (AI) and machine learning. Feature relevance and selection have been active research areas for years [62]. The evolution of data analysis has seen significant advancements in recent years, driven by technological developments and the increasing availability of large and complex 0s. Researchers and practitioners have explored various approaches and techniques to analyze data and extract meaningful insights. The analysis of data and identification of relevant features contribute to the development of effective AI models and algorithms. Data analysis techniques, including machine learning and statistical methods, have become essential for extracting insights and making informed decisions. These techniques enable the identification of patterns, trends, and correlations within large datasets [3,4]. In fields such as drug discovery, bioinformatics, and environmental monitoring, data analysis plays a pivotal role in identifying potential targets, predicting outcomes, and optimizing processes [5-7]. Nevertheless, the utilization of data also presents challenges. Data privacy and security is of utmost importance, particularly when dealing with sensitive information such as patient health records or personal identifiers [8]. Additionally, data quality and integrity are critical factors that need to be addressed to ensure the reliability and validity of analysis results [9,10]. Moreover, the data's sheer volume and complexity require advanced computational infrastructure, robust storage capabilities, and effective data management strategies [11,7].

1.3 [bookmark: _Toc146275875][bookmark: _Hlk152494747]Data & Information Systems in Healthcare 

[bookmark: _Hlk152494864][bookmark: _Hlk152494901]One area where data proves particularly valuable is in healthcare, however, there are significant drawbacks associated with manual record-keeping compared to the utilization of medical information systems. Manual methods, such as paper-based systems, are susceptible to errors, loss, and damage. Retrieving and sharing paper records can be time-consuming and inefficient, impeding timely decision-making and care coordination. Moreover, manual record-keeping cannot generate real-time reports and analytics, making identifying patterns, trends, and potential cost-saving opportunities challenging. Additionally, the security and privacy of data are compromised with manual record-keeping, increasing the risk of unauthorized access and breaches. Medical information systems, such as electronic health record (EHR) systems, accumulate and store extensive patient data encompassing medical history, diagnoses, treatments, and medication usage. This data can be leveraged to monitor medication expenses and control healthcare costs [2]. By analyzing patterns in medication usage, healthcare organizations can identify areas of excessive spending and implement cost-saving measures such as promoting generic medication usage or negotiating better pricing with pharmaceutical suppliers [1]. Furthermore, data from medical information systems enables forecasting future medication expenditures. By analyzing historical medication usage data and applying predictive analytics models, healthcare organizations can estimate future demand for specific medications and allocate resources accordingly [2]. This forecasting capability facilitates improved strategic planning, budgeting, and resource allocation, ultimately leading to more efficient and cost-effective healthcare delivery. Moreover, integrating data and information systems has the potential to enhance the resilience of healthcare organizations, as demonstrated during the COVID-19 pandemic. 

1.4 [bookmark: _Hlk152494983][bookmark: _Toc146275876]	Types of Record-Keeping in Healthcare			

[bookmark: _Hlk152495078][bookmark: _Hlk152495105]In healthcare, record keeping can be broadly categorized into two methodologies: automated information systems and manual record keeping. Each approach presents unique attributes concerning efficiency and data security, with the selection often guided by the healthcare establishment's contextual demands and technological framework.

[bookmark: _Toc146275877]    1.4.1 Automated Information Systems

Automated information systems, also known as electronic health records (EHRs), involve using digital technology to store and manage patient information [46]. EHRs allow for the electronic capture, storage, and exchange of patient data, including medical history, diagnoses, medications, and test results. These systems offer numerous advantages over manual record keeping, including improved accessibility, efficiency, and accuracy of patient information [46]. EHRs can be accessed by authorized healthcare providers across different locations, facilitating seamless communication and coordination of care. They also support decision-making by providing real-time access to patient data and clinical decision-support tools [46].

[bookmark: _Toc146275878]    1.4.2 Manual Record

Manual record keeping involves using paper-based systems to document and store patient information. This traditional method requires healthcare providers to physically write, file, and retrieve patient records [47]. Manual record keeping can be time-consuming and prone to errors, such as illegible handwriting or misplaced documents. It also limits the accessibility and sharing of patient information, as records need to be physically transported or faxed between healthcare providers [47].

[bookmark: _Toc146275879][bookmark: _Hlk152495183]    1.5 Covid–19 Pandemic vs Manual Records
		
[bookmark: _Hlk152495262][bookmark: _Hlk152495281]The COVID-19 pandemic has significantly impacted various aspects of society, including healthcare and record-keeping practices. While most developed nations harnessed the benefits of readily available technological resources for data management during the pandemic, certain developing countries, such as Fiji, faced limitations that necessitated the adoption of manual systems to track information [48]. During the COVID-19 pandemic, manual record-keeping in healthcare has posed several disadvantages. One of the main challenges is the time-consuming nature of manual record-keeping, which can lead to delays in accessing and retrieving patient information [49]. This can be particularly problematic during a fast-paced and rapidly evolving crisis like the pandemic, where timely access to accurate patient data is crucial for effective decision-making and patient care [49]. Another disadvantage of manual record-keeping during the pandemic is the increased risk of contamination and transmission of the virus. Paper-based records can act as potential fomites, facilitating the spread of infectious diseases [50]. In healthcare settings, where infection control measures are of utmost importance, handling and storing physical records can pose a risk to patients and healthcare workers [50].	 

[bookmark: _Toc146275880]    1.6 The Problem 
	
		
Manual health record keeping has several disadvantages that can impact the efficiency and effectiveness of healthcare systems. One major drawback is the time-consuming nature of manual record-keeping, which can lead to delays in accessing and retrieving patient information [53]. This can hinder timely decision-making and patient care, especially in urgent situations like the COVID-19 pandemic [54]. Manual record-keeping also increases the risk of errors and inaccuracies in data entry and documentation [52]. Illegible handwriting, incomplete information, and misplaced or lost records can compromise the quality and reliability of patient data [52]. In the context of the pandemic, accurate and up-to-date information is essential for contact tracing, monitoring disease progression, and ensuring appropriate treatment and care.

Furthermore, manual record-keeping can hinder efficient communication and coordination among healthcare providers, especially when remote collaboration and telemedicine are necessary [51]. The lack of real-time access to patient information can impede timely decision-making and continuity of care, particularly when healthcare professionals are working remotely or in different locations [51].

Another disadvantage of manual record keeping is the limited accessibility and sharing of patient information [55]. Physical records must be transported or faxed between healthcare providers, which can be time-consuming and prone to errors [55]. This can impede the seamless exchange of information and collaboration among healthcare professionals, particularly in emergencies or when remote access to patient data is necessary.


[bookmark: _Toc146275881]    1.7 Research Questions
	

This thesis aims to examine and evaluate a range of machine learning algorithms employed in healthcare forecasting. Furthermore, it seeks to propose an optimally suited algorithm for predicting spending in the medical sector. The mini-thesis will thoroughly analyse diverse algorithms within this domain to identify the most effective approach for forecasting. The research will address the following key research questions:

i. Which algorithm is the most suitable for forecasting expenditure on medicine?
ii. What are the top three algorithms for forecasting healthcare expenditure?

[bookmark: _Toc146275882] 	1.8 Aims

[bookmark: _Hlk152496756][bookmark: _Hlk152496780]This research aims to test, analyze, and forecast top forecasting algorithms and identify the best algorithm that can be used for forecasting medical spending. The relevant authorities can use the best algorithm to forecast spending each year for budgeting and other purposes that may concern them.	

[bookmark: _Toc146275883]	1.9 Motivation 
	
There are several compelling reasons for conducting a thorough analysis of different forecasting algorithms in the healthcare domain. Firstly, it is crucial to acknowledge that existing algorithms for healthcare forecasting often lack comprehensive testing and validation. While some algorithms may show promise in other domains or general forecasting tasks, their effectiveness and suitability for healthcare forecasting remain uncertain. Therefore, it is essential to critically evaluate and compare multiple algorithms to identify the most reliable and accurate approach.

[bookmark: _Hlk152496954][bookmark: _Hlk152496970]Another significant reason for scrutinizing forecasting algorithms in healthcare is the need for continuous updates and improvements. As the healthcare industry generates increasingly complex and diverse data, algorithms must regularly update to accommodate these evolving trends. Outdated algorithms may not effectively capture the intricacies of modern healthcare data, resulting in suboptimal forecasting performance. Researchers can identify areas where algorithmic enhancements are necessary by assessing and analyzing different algorithms and propose innovative solutions to achieve more accurate and precise healthcare forecasts.

Furthermore, it is important to note that while there is a considerable body of literature on forecasting spending, not all papers focus specifically on healthcare. Healthcare presents unique challenges and characteristics that require specialized algorithms and methodologies. Therefore, relying solely on algorithms developed for other domains may not yield optimal results in healthcare forecasting. By narrowing the scope of analysis to algorithms specifically tested and evaluated in the healthcare context, researchers can gain insights into the performance, limitations, and potential of these algorithms in addressing the specific challenges of healthcare forecasting.

In summary, conducting an in-depth analysis of various forecasting algorithms in healthcare is essential due to the limited testing of existing algorithms, the need for continuous updates to adapt to complex healthcare data, and the unique requirements of the healthcare domain. By delving deeper into these algorithms, researchers can identify the most effective approaches and contribute to advancing healthcare forecasting by proposing innovative algorithmic solutions and improving overall accuracy and reliability in this critical field.

This thesis is dedicated to the comprehensive analysis of algorithms used for healthcare expenditure forecasting. Its central objective is to determine the algorithm that provides the highest level of accuracy in predicting healthcare spending. The study will thoroughly examine various algorithms proposed in the literature, considering their strengths, limitations, and performance metrics. In addition to identifying the best algorithm, the research aims to propose improvements and enhancements to optimize their forecasting capabilities. This may involve incorporating novel data sources, refining algorithmic techniques, or leveraging advancements in machine learning and forecasting methodologies. The intent is to develop more robust and reliable algorithms to generate precise and actionable forecasts for healthcare expenditure. By achieving accurate and reliable forecasts, the research contributes to the effective planning and allocation of resources in healthcare management. Decision-makers can use these forecasts to optimize budgeting, strategic planning, and operational decision-making processes. Furthermore, the study's findings and proposed improvements can serve as a foundation for future research and development in healthcare expenditure forecasting. Overall, this mini-thesis endeavors to provide a detailed and comprehensive examination of algorithms for healthcare expenditure forecasting, aiming to identify the best algorithm and propose enhancements that enable more informed decision-making and efficient resource allocation in healthcare management.
	
[bookmark: _Toc146275884]	1.10 Objectives
	
The research endeavors are directed towards achieving the following objectives:

i. Testing five algorithms with available data and forecast expenditure; and 
ii. Analyzing the top 3 algorithms that will be best suited for forecasting expenditure.

[bookmark: _Toc146275885]	1.11 Methodology  

Research Methodology of the research is divided into the following sections: 

[bookmark: _Toc146275886]	1.11.1 Literature Review – Phase 1

The initial stage of the data collection method involves conducting a comprehensive literature review, where the works of various researchers will be examined and compared. Additionally, a survey of relevant studies conducted by other researchers will be reviewed to determine the algorithms utilized in previous research on medical spending. Once the suitable algorithm for forecasting expenditure is identified, the next step will be to select the top three algorithms based on the findings from the related works. The below steps were followed: 

[bookmark: _Toc146275887]	1.11.1.1 Information Extraction

This process involves methodically searching for, carefully selecting, and thoroughly analyzing relevant research papers that focus on predicting healthcare expenses and revenue using machine learning techniques. Both scholarly journal articles and conference papers were utilized for this research, ensuring the application of suitable methodologies to extract meaningful insights and conclusions.

[bookmark: _Toc146275888]	1.11.1.2 Literature Source

A limited but trusted set of digital databases was utilized to gather research papers, focusing on discovering the latest machine learning algorithms employed for forecasting healthcare spending and revenue within a five-year timeframe. The digital platforms accessed for this study include:

 i. IEEE Xplore
 ii. ScienceDirect
 iii. Wiley
iv. Springer
v. Google Scholar

These platforms were carefully chosen to provide a well-rounded insight into recent developments in this field.

[bookmark: _1.11.1.3_Search_Strategy][bookmark: _Hlk143093236][bookmark: _Toc146275889]	1.11.1.3 Search Strategy

This research utilized different features to filter out and acquire the most appropriate papers.
Table 1. Shows the search strategy techniques used in the research.
	Search Terms
	Techniques
	Boolean Operators
	Results

	1. Medical Information system
2. Machine Learning
3. Forecasting
4. Predicting
	Truncation search (*)
	AND
	OR
	Medical Information System AND Machine Learning* AND Forecasting OR Predicting



A collection of search terms was pinpointed relevant to the research theme, including phrases like "medical information system," "machine learning," and "algorithm/forecasting." Truncation was applied to the search terms to widen the scope of the search and encompass a broader range of papers with pertinent insights. For instance, "forecast*" was utilized to encompass related terms like "forecasting," "forecasted," or "forecasts." A blend of Boolean operators, specifically "AND" and "OR" was employed to connect the terms in the search query, for example: "Medical Information System AND Machine Learning* AND Forecasting OR Predicting." This approach aimed to gather relevant information from various angles comprehensively.

[bookmark: _Toc146275890]	1.11.1.4 Study Selection Conditions

Several relevant previous studies were identified concerning Information Systems and machine learning algorithms, contributing to the complexity of the selection process. Consequently, this investigation employed specific inclusion and exclusion criteria to navigate this challenge.

The inclusion criteria encompassed:

i. The prior work should extensively address machine learning algorithms about healthcare expenditure or revenue;
ii. The prior work should be authored in English, enhancing accessibility and comprehension; and
iii. The prior work should fall within 2018-2023.

Conversely, the exclusion criteria comprised:

i. Literature that did not pertain to machine learning was excluded.
ii. Works that appeared in multiple databases were disregarded, ensuring a focused selection process.

[bookmark: _Toc146275891]	1.11.1.5 Research Results
			
A sum of 20 suitable research papers, comprising both journal articles and conference papers, were unearthed in the literature. While this tally fell slightly below initial expectations, it remains congruent with the essential criteria and proves adequate for the research, especially considering the confined five-year scope of prior work.

[bookmark: _Toc146275892]	1.11.2 Data Source – Phase 2

The data source for this study will be provided by an anonymous medical clinic, ensuring the protection of patient information. To maintain confidentiality, the names of individuals and their visit dates will be altered and extracted from a separate sample dataset. The data will be divided into two sets: 95% will be allocated as training data, and the remaining 5% will be designated as testing data.

[bookmark: _Toc146275893]	1.11.3 Development of Unified Information System – Phase 2 

[bookmark: _Hlk152498056]Develop a comprehensive and unified information system. This system will cater to patients, doctors, pharmacists, and policymakers' needs. We will conduct an extensive scoping exercise involving all relevant stakeholders to ensure its effectiveness. Through this process, we will gather valuable insights and requirements. Based on these inputs, we will design a mockup showcasing the information system's envisioned functionalities and user interface. The Entire development study is discussed later in the chapter.

[bookmark: _Toc146275894]	1.11.4 Experimental Testing – Phase 4 

The dataset will be used to test the top 5 algorithms identified through the literature review, and based on their accuracy scores, the best three algorithms will be determined. The model development process will take place using Google Collaboratory, where the experimental testing involves training the model with the training data and evaluating its performance using the testing data. Upon completion of the training and testing phase, the accuracy scores of each algorithm will be calculated and compared. This comparison will enable the selection of the three best algorithms based on the obtained results. The entire experimental study is discussed in later chapters.
























[bookmark: _Toc146275895]CHAPTER 2: Literature Review
	
			
[bookmark: _Toc146275896]2.1 INTRODUCTION
	
[bookmark: _Toc146275897]	2.1.1 Machine Learning

Due to its potential in forecasting and decision-making tasks, machine learning has gained significant attention in various fields, including marketing, finance, healthcare, and environmental sciences. Machine learning techniques have been applied to improve forecasting models, leading to better decision-making in direct marketing campaigns [13]. Similarly, in the context of COVID-19, machine-learning models have been used to forecast infection rates and predict the evolution of infectious diseases [14]. In finance and accounting, machine learning has been employed to enhance financial decision-making. Studies have explored the application of machine learning in predicting stock market trends, forecasting financial distress, and analyzing financial statement information [15-17]. These applications have demonstrated the potential of machine learning in providing valuable insights for informed decision-making in the financial sector. Machine learning has also been utilized in the energy sector to forecast energy commodity prices, supporting policymakers and decision-makers in the international energy market [18]. In addition, machine learning has been applied to predict health insurance premiums, enabling more accurate pricing and decision-making in the insurance industry [19]. In the healthcare sector, machine learning has shown promise in forecasting healthcare spending, predicting patient outcomes, and assisting in resource allocation. Machine learning algorithms have been used to identify high-cost patients, estimate hospitalization costs, and forecast healthcare expenditures. These models can potentially improve decision-making by providing insights into patient risk profiles and resource needs. Machine learning has also been applied to other domains, such as supply chain management, stock market analysis, and environmental sciences. In supply chain management, machine learning has been used to predict supply chain financial risks and enhance decision-making in logistics and operations [20,21]. Machine learning techniques have been employed in stock market analysis to forecast stock prices and identify trading entry points [22,23]. In environmental sciences, machine learning has been utilized to predict rainfall patterns and analyze ecological data [24]. While machine learning offers significant potential in forecasting and decision-making, some challenges need to be addressed. These challenges include data quality, privacy concerns, interpretability of models, and the need for skilled personnel with expertise in both machine learning and the specific domain of application [25,26]. Additionally, the interpretability of machine learning models is crucial, particularly in high-stake domains where decision-makers need to understand the rationale behind the recommendations [27,28].				
[bookmark: _Toc146275898]	2.1.2 Forecasting Techniques

Forecasting is crucial in various domains, such as smart grids, geology, medicine, and economics. Machine learning techniques have been widely employed to improve the accuracy and efficiency of forecasting models. Deep learning has gained significant attention in forecasting due to its ability to capture complex patterns and relationships in data. Akhtaruzzaman et al. [63] proposed a distributed deep-learning model for load forecasting in smart grids using the HSIC bottleneck technique. They demonstrated that incorporating deep learning techniques can provide higher accuracy in load forecasting. Harrou et al. [64] developed a deep learning framework for forecasting emergency department overcrowding, showing the superior performance of the variational autoencoder (VAE) compared to other algorithms. Ridge regression is a powerful regression technique used for forecasting. Li et al. [65] employed ridge regression-based predictors to forecast daily crude oil prices. They enhanced the accuracy of ridge regression by using differential evolution (DE) to optimize the regularization item and weights. Additionally, Li et al. [65] highlighted the effectiveness of kernel ridge regression (KRR) in wind forecasting, where KRR outperformed other methods, such as support vector regression (SVR) and artificial neural networks (ANN). Support vector regression is a popular machine-learning technique used for forecasting. Pourmousavi et al. [66] evaluated the performance of feature selection techniques and machine learning algorithms, including SVR, for future residential water demand forecasting. They found that implementing the feature selection method improved the accuracy of SVR in forecasting water demand. Other forecasting techniques are available, such as Linear Regression, Decision Tree Regression, and Random Forest model, which offer a wide range of forecasting methods that can be applied to various domains. Deep learning models, such as neural networks and autoencoders, have shown promising results in capturing complex patterns. Ridge regression and support vector regression are effective techniques for forecasting, while ensemble methods and federated learning can improve accuracy and robustness. The choice of the appropriate forecasting technique depends on the specific domain and characteristics of the data.

[bookmark: _Toc146275899]	2.1.3 Medical Information System

Information systems play a crucial role in healthcare by facilitating managing and storing patient health information, improving access to healthcare services, and supporting decision-making processes. Various types of information systems in healthcare include electronic personal health records (ePHRs), laboratory information system databases, electronic medical records (EMRs), and geographic information systems (GIS). ePHRs are patient-centric systems allowing individuals to manage and store their health information [29]. They can be categorized into three types: untethered or stand-alone ePHRs, tethered ePHRs, and integrated or unified ePHRs [29]. Laboratory information system databases collect routine individual-level biomarker data from general practitioners and hospital encounters [30]. EMRs are computerized patient records that aim to organize, secure, complete, and improve the quality of patient healthcare records [31]. GIS is a tool to assess healthcare accessibility and identify optimal locations for healthcare services [32]. Information systems in healthcare offer numerous benefits. They empower healthcare consumers by providing them with easy access to their health information, enabling them to participate in the management of their health actively [33]. This increased engagement can lead to improved health outcomes and reduced healthcare expenditure [33]. Information systems also enhance the efficiency of healthcare processes by facilitating information sharing between healthcare providers and improving the quality of care and patient safety [34]. They can support effective decision-making, aid in identifying hidden patterns in data, and provide decision support for medical professionals [35]. Additionally, information systems can contribute to the resilience and sustainability of healthcare systems [36]. During pandemics, information systems in healthcare play a crucial role in managing and responding to the crisis. The COVID-19 pandemic, for example, has led to decreased healthcare utilization due to mobility restrictions, social distancing measures, and fears of contracting the virus within healthcare facilities [37]. Information systems can help mitigate the impact of the pandemic by facilitating telehealth services, remote monitoring of patients, and disseminating accurate and timely information [38]. They can also support contact tracing efforts and assist in resource allocation and decision-making processes [37].



[bookmark: _Toc146275900]2.2 Prior Work - Forecasting Medical Expenditure

Literature review played a critical role in this research endeavor, serving as a crucial foundation in acquiring previously published research by various scholars. This process yielded a comprehensive understanding of the chosen subject matter, along with the identification of the most robust supporting algorithms. Through this rigorous exploration of existing literature, five distinct algorithms emerged as noteworthy contenders. These forecasting machine learning algorithms, discovered through our thorough review, have demonstrated their prominence as the most extensively employed predictive tools within the medical sector. They have proven their effectiveness in forecasting a diverse array of critical variables, including but not limited to revenue, expenditure, and disease prevalence. The following have been unveiled as our significant findings:
[bookmark: _Toc146274693][bookmark: _Toc146275350][bookmark: _Toc146275901]		In a study conducted by a researcher [68,69], four predictive models were employed to predict patients' expenditures based on historical periods. These models encompassed ordinary least squares linear regression (LR), regularized regression (LASSO), gradient boosting machine (GBM), and recurrent neural networks (RNN), which represent a deep learning approach. The research paper delves into a comprehensive investigation of the temporal consistency within healthcare expenditures observed in a sizeable state Medicaid program. The study unveils a prevalent and robust temporal correlation pattern within these expenditures. Advanced machine learning models were harnessed to enhance the precision of forecasting healthcare costs, particularly for high-cost, high-need (HCHN) patients. Notably, the study underscores the potential efficacy of machine learning models, such as the recurrent neural network (RNN), in providing highly accurate predictions of healthcare expenditures, aligning them more closely with actual rankings [68]. The research adopted a meticulous three-step approach for prediction, which included employing an E-dimensional vector to ascertain the significance of elements within each embedding. Furthermore, the study showcased that healthcare expenditures exhibit substantial inter-period correlation, underscoring their pronounced temporal consistency. Overall, the findings from the study underline the capacity of machine learning methodologies to serve as valuable tools for the precise forecasting of healthcare expenditures, particularly for high-cost and high-need patient populations. This, in turn, can contribute to informed preventive care strategies, reducing overall healthcare expenditures, and optimising care delivery efficiency. Importantly, the researcher utilized a dataset from a prominent state Medicaid program as the foundation for its analysis. Healthcare empirical insights into the temporal aspects of healthcare spending and the potential for machine learning-driven forecasting in this critical domain [68]. 
[bookmark: _Toc146274694][bookmark: _Toc146275351][bookmark: _Toc146275902]		Another research by [70] focused on employee machine learning models such as Artificial Neural Networks, Support Vector Machines, Moving Average, and Linear Regression to predict the necessity for pre-hospital emergency medical services (EMS) and to improve operational efficiency. The author noted that integrating a Geographic Information System (GIS) allows for the visualization of the spatial distribution of forecast demand and error, aiding in emergency planning and decision-making. The author [70] also emphasizes the importance of response time in emergency cases and aims to study how to shorten the response time to improve efficiency and provide timely pre-hospital EMS. The authors used a Geographic Information System (GIS) to manage and visualize the spatial distribution of forecast demand and error. The research also built a flexible model that organizes demand data based on user-defined area and time. The model developed in the research organizes demand data based on user-defined area and time step sizes, making it adaptable to different scenarios. Compared to other models, the study focused on the regression capabilities of Support Vector Machines (SVMs) for predicting EMS call volume. The data used in this paper was collected from the New Taipei City EMS, which was used for training and validating machine learning models. The authors used four temporal factors in their research, without the year attribute, to capture the demand change over time for the forecasting models. The study [70] presented preliminary results of daily forecasts using 34 months of training data and the last two months for validation. The research outcome has the potential to be applied to the current practice, as it offers an easy-to-use model with acceptable prediction performance. The study [70] also mentioned that Further research could explore the integration of online training for the forecast of EMS demand, as it produces close to optimal solutions relatively fast and is more appropriate for real-time or efficient forecasting. The study also provided a positive and research-worthy remark that the potential of Support Vector Machines (SVMs) regression capabilities in EMS demand forecasting can be further investigated, as previous studies have mainly focused on SVMs for classification problems.  
[bookmark: _Toc146274695][bookmark: _Toc146275352][bookmark: _Toc146275903]	Kan et al., [71] proposed research to determine the performance of the two linear regression models namely standard linear regression and penalized linear regression in terms of forecasting the future healthcare costs in older adults. The study focused on predicting future healthcare costs in older adults, using the comorbidity indicators from 2009 to 2012 to predict costs in 2013, it also demonstrated the advantages of using transparent and easy-to-interpret penalized linear regression for predicting future healthcare costs, providing a practical and incremental step forward in risk adjustment. The use of longitudinal data increased prediction accuracy, highlighting the potential of penalized regression models for improving risk adjustment and population health management in healthcare insurance providers and policymakers. The paper utilized a retrospective cohort study design, analyzing data from the IMS LifeLink Health Plan Claims Database containing fully adjudicated and de-identified medical and pharmaceutical claims from health insurance plans. For the study, the author [71] utilized data from the IMS LifeLink Health Plan Claims Database, which contains fully adjudicated and de-identified medical and pharmaceutical claims from health insurance plans; it included 81,106 Medicare Advantage patients with 5 years of continuous medical and pharmacy insurance from 2009 to 2013. The comparison of standard linear regression and penalized linear regression models, including lasso regression, was carried out in the experiment. The performance of the models was evaluated using metrics such as R2 (coefficient of determination) to assess prediction accuracy. The study [71] further examined the prediction ratios generated by the different models across different levels of predicted risk. Penalized regression models offer transparency and interpretability within the familiar regression framework, making them easier to train and scale than other machine learning techniques. Using longitudinal data in the models also increases prediction accuracy, further enhancing their practical utility in predicting healthcare costs. Ordinary least squares (OLS) performed poorly, with an R2 of 16.3%. Penalized linear regression models, particularly lasso regression, performed better, with R2 ranging from 16.8% to 16.9%. The researcher [71] also noted that Further research is needed to confirm the findings in larger and more diverse samples, which would enhance. In generalizability of the results, further studies should be conducted to establish the external validity of the findings by using test data drawn from a different period or a different health plan. This would help validate the effectiveness of the penalized regression models in predicting future healthcare costs in older adults.
[bookmark: _Toc146274696][bookmark: _Toc146275353][bookmark: _Toc146275904]		A study [84] claimed that Healthcare costs are a significant and growing portion of GDP, making it challenging to predict their growth due to complex time trends and dependencies on economic measures. Machine learning techniques are shown to improve forecast accuracy by 30% compared to realized costs [84]. The study also used a random forest approach to estimate the impact of the 2018 TARMED revision on aggregate costs, resulting in savings of 0.36 billion CHF, less than the proposed target of 0.47 billion CHF. The study further proposes a novel, tractable, and flexible prediction approach for healthcare costs, which increases the accuracy of predictions compared to existing forecasts by 20%. For experimental purposes, the machine learning techniques utilized were the Random Forest model, to improve the accuracy of healthcare cost forecasts compared to realized costs. The study utilized physician data provided by SASIS AG for the analysis. The data used in the analysis covers services provided in the outpatient sector. Machine learning techniques, particularly the Random Forest model, improved the accuracy of healthcare cost forecasts by 30% compared to realized costs. The Post-Lasso model performed the best among the models considered, although the difference in performance was marginal. The Pruned Tree, Random Forest, and Post-Lasso models were selected for growth predictions and were compared to the KOF prediction. The Random Forest model outperformed the KOF prediction, with an average deviation of 2.3 compared to KOF's 3.3. The author also mentioned Further exploration of machine learning techniques for healthcare cost prediction, including the evaluation of other models and algorithms. Investigation of additional factors that may impact healthcare costs, such as demographic changes, technological advancements, and policy reforms, and Consideration of the potential for incorporating more complex data, such as time series data, to improve the accuracy of cost predictions.
[bookmark: _Toc146274697][bookmark: _Toc146275354][bookmark: _Toc146275905]		Yang et al., [88] applied various machine learning techniques to predict healthcare expenditures for high utilizers in a large public health program. This shows promise in identifying individuals who may require targeted preventive care. The study focused on improving interpretability by quantifying the contributions of influential input variables to the prediction score, which helps advance the field toward lowering healthcare costs. The study [88] applied and developed machine learning techniques, including linear models, tree-based models, and deep neural networks, to forecast healthcare expenditures for high utilizers in a large public health program. The results show promise in predicting healthcare expenditures for high utilizers, which can aid in identifying individuals who may require targeted preventive care. The study also focused on improving interpretability by quantifying the contributions of influential input variables to the prediction score, providing insights into the factors that contribute to high healthcare costs for certain individuals. The findings contribute to advancing targeted preventive care, helping to lower overall healthcare costs by identifying and addressing the needs of high utilizers. The quantification of influential input variables in the prediction score enhances interpretability insights into the factors contributing to high healthcare costs for certain individuals. The study also mentioned that information can guide decision-making in developing preventive care strategies. The quantification of influential input variables in the prediction score enhances interpretability, providing insights into the factors contributing to high healthcare costs for certain individuals. The information can guide decision-making in developing preventive care strategies. The authors [88] also quantified the contributions of influential input variables to the prediction score, aiming to improve interpretability. The study also concludes that machine learning techniques, including linear models, tree-based models, and deep neural networks, show promise in predicting healthcare expenditures for high utilizers in a large public health program.
[bookmark: _Toc146274698][bookmark: _Toc146275355][bookmark: _Toc146275906]		Another study by [85] aimed to contribute to the interpretability of deep learning models in predicting healthcare costs, comparing their performance with traditional machine learning methods and proposing a novel interpretation method. The study proposed a novel interpretation method to examine how the deep learning model performs differently from other methods when facing fluctuations in monthly costs. It found out that while most traditional prediction models worsen with greater fluctuation in the data, the deep learning model can incorporate the fluctuation information and improve prediction accuracy. The study aimed to provide a better understanding of the performance of deep learning models in predicting future costs of patients. It incorporates a time series of information about members' healthcare costs and key variables summarizing their healthcare services utilization for precise cost prediction. The study [85] used a long short-term memory (LSTM) based recurrent neural network as the deep learning approach for predicting healthcare costs. It compares the performance of this deep learning model with traditional machine learning methods, including linear regression, lasso regression, ridge regression, and random forest. The study incorporates time series information about members' healthcare costs and key variables summarizing their healthcare services utilization for precise cost prediction. It focuses on the fluctuation in the time series of healthcare costs and uses the monthly costs in the past 48 months to calculate the fluctuation. The study [85] uses claims data of 1,434,912 members from the greater Rochester area. The dataset includes information on 62,406,379 encounters over seven years. It contains standard claims information, including medical and pharmacy claims, as well as demographic information such as age, gender, and payer type. The goal of the study is to provide accurate future individual cost predictions. The deep learning model incorporated sequential information and accurately predicted healthcare costs, outperforming other methods. The deep learning model demonstrated the ability to incorporate fluctuations in monthly costs and improve prediction accuracy, while most traditional prediction models performed worse with greater fluctuation in the data. The study [85] also reported that the deep learning model had significantly lower absolute error than the regression models, and the random forest model improved prediction over the baseline.
[bookmark: _Toc146274699][bookmark: _Toc146275356][bookmark: _Toc146275907]		Another study based in China by [72] aimed to identify and predict potential high-cost Chronic obstructive pulmonary disease (COPD) patients using machine learning approaches, which can help address the economic burden of COPD in China. results of this study said to be utilized by healthcare data analyst, policymakers, insurers, and healthcare planners to improve the delivery of health services. The study compares the predictive performance of different variable sets using logistic regression, random forest (RF), and extreme gradient boosting (XGBoost) models. Machine learning approaches, including logistic regression, random forest (RF), and extreme gradient boosting (XGBoost), were used to estimate the medical costs of COPD patients in a large city in western China. The authors [72] utilized the Medical Insurance Data of a large city in western China to estimate the medical costs of Chronic obstructive pulmonary disease (COPD) patients. The study stated that machine learning approaches in healthcare data analysis can provide reliable and correct results for predicting high-cost patients and optimizing healthcare resource allocation. After completing the experimental parts, it was noted that all three models (logistic regression, RF, and XGBoost) demonstrated good predictive performance however XGBoost model outperformed the others, achieving an area under the ROC curve of 0. 801. The areas under the ROC curve for logistic regression, RF, and XGBoost were 0.787, 0.792, and 0.801, respectively. The author [72] mentioned that the use of machine learning approaches in healthcare data analysis can provide reliable and correct results for predicting high-cost patients and optimizing healthcare resource allocation; it was also noted in the study that further research can be conducted to explore additional variables that could improve the predictive performance of the machine learning models in identifying high-cost Chronic obstructive pulmonary disease (COPD) patients in China.
[bookmark: _Toc146274700][bookmark: _Toc146275357][bookmark: _Toc146275908]		Engaging in pre-admission financial planning can be a demanding and anxiety-inducing task. To counter the issue, Kulkarni et al., [73] based a study on a group of the New York Population which aims to predict hospital charges for patients before admission, helping them plan their finances and allowing insurance companies to forecast potential claims. The study [73] addresses the concern of increasing healthcare costs by developing a machine learning model to predict hospital charges before admission. It allows patients to plan their finances and insurance companies to forecast potential claims. For experimental purposes, the study utilizes secondary data from patient discharges in New York State in 2017 and employs feature engineering and regression techniques to predict the target value of "total charges”. The length of stay was found to have a linear relationship with the total cost, and the "age group" was identified as the most important predictor among the features considered. A stratified sampling technique was employed to sample the data from the population. Feature engineering was performed on categorical variables to enhance the model's predictive power. Different regression techniques were tested to predict the target value of "total charges," including random forest, stochastic gradient descent (SGD) regressor, K nearest neighbors regressor, extreme gradient boosting regressor, and gradient boosting regressor. Among the algorithms considered, the random forest regressor demonstrated the highest accuracy, with an R2 value of 0.7753. The study [73] further mentioned that further research could explore the application of machine learning techniques to predict hospital charges in different geographical regions or healthcare systems, beyond the scope of New York state's patient discharges, and future work could investigate the inclusion of additional variables such as patient demographics, comorbidities, or specific medical procedures to enhance the accuracy of the predictions.
[bookmark: _Toc146274701][bookmark: _Toc146275358][bookmark: _Toc146275909]		A study [86] examined personal health data to estimate insurance premiums and compares the effectiveness of different machine learning regression algorithms in predicting the cost of health insurance. It focuses on using regression analysis techniques such as Linear, Ridge, Lasso, and Polynomial regression to estimate the insurance amount. The study [86] provides insights into the factors that influence the cost of health insurance and highlights the importance of accurate predictions in helping individuals plan for their medical expenses. The study [86] employs the dataset "insurance" from Kaggle, which contains attributes such as age, gender, BMI, children, smoker status, and medical expenses. Data pre-processing involves deleting duplicate values and using label encoding to transform categorical values into numerical ones. The dataset is divided into training and testing sets, with 80% used for training and 20% for testing. The study [86] evaluates the performance of Linear, Ridge, Lasso, and Polynomial regression techniques and identifies polynomial regression as the most effective in predicting health insurance costs. The study [86] highlights the significance of predicting health insurance costs in helping individuals manage their medical expenses and pay their bills more easily. Regression techniques, such as linear regression, ridge regression, lasso regression, and polynomial regression, are identified as valuable tools in the field of prediction for estimating insurance amounts.
[bookmark: _Toc146274702][bookmark: _Toc146275359][bookmark: _Toc146275910]	Kaushik et al., [90] discuss the use of artificial intelligence (AI) and machine learning (ML) in healthcare to predict health insurance premiums. It highlights the benefits of AI and ML in improving the efficiency and accuracy of health insurance coverage. The study [90] proposes a machine learning-based regression framework to predict health insurance premiums, using an artificial neural network model trained on various parameters such as age, gender, body mass index, number of children, smoking habits, and geolocation. The authors [90] trained an artificial neural network (ANN) model using a machine learning-based regression framework to predict health insurance premiums. The model achieved an accuracy of 92.72% in predicting the health insurance cost incurred by individuals based on various parameters such as age, gender, body mass index, number of children, smoking habits, and geolocation. The performance of the trained ANN model was evaluated using key performance metrics such as RMSE, MSE, MAE, r2, and adjusted r2. The evaluation metrics of the trained model were found to be better than those of the linear regression model, indicating the effectiveness of the machine learning approach in predicting health insurance premiums. The experimental results demonstrate the effectiveness of the proposed approach in accurately and efficiently predicting health insurance premiums, showcasing the potential of machine learning in the insurance industry. The machine learning-based regression framework proposed in this paper has practical implications for the health insurance industry. By accurately predicting health insurance premiums based on various parameters such as age, gender, body mass index, number of children, smoking habits, and geolocation, insurance businesses can provide clients with more accurate, quick, and efficient health insurance coverage. The author commented that the ability to predict health insurance costs can also benefit consumers by allowing them to make more informed decisions when selecting insurance plans. They can better understand the potential costs they may incur based on their characteristics, helping them choose the most suitable and cost-effective coverage. The authors suggest that future research can focus on improving the accuracy of the machine learning-based regression model for predicting health insurance premiums. The authors also recommend conducting further analysis to evaluate the model's performance on a larger and more diverse dataset, to ensure its generalizability and robustness. Additionally, future studies could investigate the potential integration of real-time data, such as wearable device data or electronic health records, to enhance the accuracy and timeliness of health insurance premium predictions.
[bookmark: _Toc146274703][bookmark: _Toc146275360][bookmark: _Toc146275911]		In response to the growing prevalence of unforeseen epidemic outbreaks, there is an imperative demand for the development of accurate predictive models. These models play a crucial role in elucidating the intricate factors that underlie the persistent upward trend in healthcare insurance costs. To challenge the issues, a study was done by [74], which focused on predicting medical insurance costs using regression algorithms and a dataset with 24 relevant attributes, aiming to reduce manual work and improve accuracy in the medical field. Various regression algorithms, including Linear Regression, Decision Tree Regression, and Random Forest Regression, were implemented and evaluated using metrics such as Mean Squared Error. The dataset includes attributes such as age, sex, BMI, children, smoker, region, charges, and more. The study [74] utilized a sample dataset from Kaggle, as it includes more attributes for a more comprehensive prediction of insurance costs. After the completion of the experiment, it was discovered that Random Forest Regression outperformed other algorithms with an R-squared value of 0.9533. The author also mentioned that further research could explore other regression algorithms or machine learning techniques to improve the accuracy of medical insurance cost prediction in the healthcare sector. The dataset used in this paper includes 24 features, but future studies can consider incorporating additional relevant attributes that may contribute to better prediction models. The author [74] also noted that future work can focus on incorporating real-time data and updating the prediction system to adapt to changing trends and patterns in the healthcare industry.
[bookmark: _Toc146274704][bookmark: _Toc146275361][bookmark: _Toc146275912]		Another study  [80] explores using machine learning algorithms, specifically Linear Regression, Decision Tree Regression, and Gradient Boosting Regression, to predict healthcare insurance costs. The study utilizes a medical insurance cost dataset from the KAGGLE repository and compares the accuracies of the different regression models. The study [80] specifically highlights the high accuracy of the Gradient Boosting Regression model, with an r-squared value of 86. 7853%. The dataset is processed before training the regression models with training data. The research approach presented in the study provided a computational intelligence approach for predicting healthcare insurance costs, which can make insurance more effective in the healthcare industry. The study [80] highlighted the limitations of machine learning in predicting medical insurance costs and emphasized the need for further investigation and improvement in this area. Further investigation and improvement are needed in predicting medical insurance costs using machine learning approaches in the healthcare industry. The study [80] highlights the limitations of machine learning in this area, indicating the need for future research to address these limitations and enhance the accuracy of cost prediction models. The researcher also mentioned that including more diverse and comprehensive datasets could also be explored to improve the generalizability and robustness of the prediction models.
[bookmark: _Toc146274705][bookmark: _Toc146275362][bookmark: _Toc146275913]		The issue of health insurance fraud represents a critical challenge within the healthcare industry, posing significant financial and ethical concerns for insurers, healthcare providers, and policyholders alike. To counter this issue a study by [75] was carried out, the author [75] discusses that Health insurance fraud accounts for 3–10% of total medical expenditures every year. If the growth of fraud activities is allowed, it will cause irreversible consequences to the medical system. However, medical-related data is too large and complex, and it is difficult to process such a large amount of data with traditional statistical methods. Therefore, machine learning algorithms have become one of the important solutions. Whether the learning method can maintain its stability and give a more appropriate answer is a big question when faced with different data. Many related studies focused on medical insurance fraud and assessment, but few attempts to discover the important factors of medical fraud and find optimal machine learning methods. Therefore, this study used two unpublished datasets that might discover novel knowledge, and four machine learning methods, including Support Vector Machines (SVM), Decision Trees (DT), Random Forest (RF), and Multilayer Perceptron (MLP) to find the best machine learning method that can effectively detect medical fraud. From the results of DT, we also extracted 19 crucial characteristics of medical insurance fraud and grouped them into 4 categories, which are medical service providers, applied insurance claims amount, Healthcare Common Procedure Coding System (HCPCS), and beneficiary. The author [75] further commented that the results of experiments could provide valuable suggestions for insurance management to establish an automatic audit mechanism to eliminate medical fraud.
[bookmark: _Toc146274706][bookmark: _Toc146275363][bookmark: _Toc146275914]		A study [76] aimed to assess the applicability of machine learning tools in predicting healthcare costs for patients with acute coronary syndrome (ACS) using known risk markers. The study identifies the primary variable, higher depression scores, forecasting healthcare costs in 1-year follow-up among ACS patients. The research [76] highlights the potential of machine learning methods in optimizing the utilization of treatment strategies and decision-making for healthcare resource allocation. Healthcare costs were collected from electronic health registries for a 1-year follow-up period. The Cross-decomposition algorithms were used to rank the considered risk markers based on their impacts on variances. Regression analysis was performed to predict costs by entering the first top-ranking risk marker and adding the next-best markers, one by one, to build up 13 predictive models. It identifies higher depression scores as the primary variable forecasting healthcare costs, followed by low-density lipoprotein cholesterol and left ventricular ejection fraction. The study [76] highlights the potential of Machine Learning methods in optimizing the utilization of treatment strategies and resources in healthcare settings. It emphasizes the importance of considering known risk markers in predicting healthcare costs for patients with acute coronary syndrome. The findings contribute to understanding cost factors in this patient population and provide insights for decision-making in healthcare planning. Additionally, the study [76] also mentions the economic burden of cardiovascular diseases in the European Union, emphasizing the relevance of predicting and managing healthcare costs in this context. The average annual healthcare costs for patients with a recent acute coronary syndrome were €2601 ± €5378 per patient. The Depression Scale showed the highest predictive value (r = 0.395), accounting for 16% of the costs. When the next two ranked markers, LDL cholesterol (r = 0.230) and left ventricular ejection fraction (r = -0.227), were added to the model, the predictive value increased to 24% for the costs. The study demonstrates the potential of machine learning tools in predicting healthcare costs and highlights the importance of considering known risk markers, such as depression scores, in forecasting costs for patients with acute coronary syndrome. The findings suggest that higher depression scores are the primary variable in predicting healthcare costs for this patient population.
[bookmark: _Toc146274707][bookmark: _Toc146275364][bookmark: _Toc146275915]		Another study [81] aimed to predict the factors that affect medical expenses in patients who have undergone coronary artery bypass grafting (CABG) surgery, using machine learning algorithms. The study used data from the National Health Insurance Research Database (NHIRD) in Taiwan, focusing on patients who had their first CABG surgery between January 2014 and December 2017. The key factors identified were surgical expenditure, 1-year medical expenditure before the CABG operation, and the number of hemodialysis sessions. The XGBoost and SVR methods were found to be the best predictive models. The study [81] suggests the need to enhance healthcare management for patients with kidney-related diseases to prevent costly complications and reduce health insurance burdens in the future. The researchers [81] analyzed factors such as surgical expenditure, 1-year medical expenditure before the CABG operation, and the number of hemodialysis sessions to determine their impact on the 1-year medical expenses of CABG patients after discharge. The research provides valuable references for medical management with specific diseases, enabling effective control measures to reduce expenses and alleviate the burden on the government. By identifying key factors such as surgical expenditure, 1-year medical expenditure before CABG operation, and the number of hemodialysis, healthcare providers can focus on managing these factors to reduce medical expenses and improve patient outcomes.
[bookmark: _Toc146274708][bookmark: _Toc146275365][bookmark: _Toc146275916]		Navarro et al. developed a machine-learning algorithm using preoperative big data to predict length of stay (LOS) and inpatient costs after primary total knee arthroplasty (TKA) and propose a tiered patient-specific payment model that reflects patient complexity for reimbursement. It also proposes a tiered patient-specific payment model that reflects patient complexity for reimbursement, based on the algorithm's predictions [82]. The machine-learning algorithm developed in this study can predict the length of stay (LOS) and inpatient costs after primary total knee arthroplasty (TKA), which can help healthcare providers plan and manage resources efficiently. The model considers factors such as age, race, gender, and comorbidity scores to determine the payment amount, with higher complexity patients receiving higher reimbursement [82]. The algorithm and payment model have broad value-based applications, as they can contribute to the development of patient-specific care and value-based reimbursement models in orthopedic surgery. The study utilized a predictive naive Bayesian model to develop a machine-learning algorithm for predicting length of stay (LOS) and inpatient costs after primary total knee arthroplasty (TKA) using preoperative big data. The algorithm was created and trained using an administrative database that included 141,446 patients who underwent primary TKA from 2009 to 2016 [82]. Algorithm performance was evaluated using the area under the receiver operating characteristic curve and the percentage accuracy. The machine-learning algorithm required inputs such as age, race, gender, and comorbidity scores ("risk of illness" and "risk of morbidity") to predict LOS and cost. A proposed risk-based patient-specific payment model was derived based on the algorithm's outputs, with cost add-ons increasing in tiers of 3%, 10%, and 15% for moderate, major, and extreme mortality risks, respectively [82].
[bookmark: _Toc146274709][bookmark: _Toc146275366][bookmark: _Toc146275917]		As the global obesity epidemic continues to expand, it is becoming increasingly evident that the associated healthcare costs are on an alarming upward trajectory. This issue stands at the intersection of health, economics, and policy, demanding immediate attention and innovative solutions. To counter this, a study by [77] highlights the importance of estimating and predicting healthcare costs, particularly related to obesity prevention strategies, a global health concern. The use of genetic variants as instrumental variables in the research helps to avoid restrictions and improve accuracy in predicting the impact of body mass index (BMI) on healthcare expenses. The study [77] proposes a Multiview learning architecture that leverages BMI information from various sources, such as diagnostic tests, diagnostic IDs, and patient traits, to improve the accuracy of expense calculation. It compares algorithms, including linear regression analysis, naive Bayes classifier, and random forest, to determine the most accurate method for forecasting healthcare costs. Linear regression was found to have the highest accuracy of 97.89 percent. The methodology presented in the paper provides a predictive method for estimating and forecasting healthcare costs, which can have practical implications for financial planning and resource allocation in healthcare systems. The study compares different algorithms for predicting overall healthcare costs and finds that linear regression has the highest accuracy of 97.89 percent. The Multiview learning architecture, which leverages BMI information from various sources, helps improve the accuracy of expense calculation. The use of genetic variants as instrumental variables in the research helps to avoid restrictions and improve accuracy in predicting the impact of BMI on healthcare expenses. The study [77] evaluates the performance of linear regression using measurements such as root mean square error (RMSE), mean absolute error (MAE), and mean square error (MSE). Pearson's correlation coefficient (PCC) measures the strength of the linear regression relationship between factors. The methodology presented in the study provides a predictive method for estimating and forecasting healthcare costs, which can have practical implications for financial planning and resource allocation in healthcare systems. The study [77] utilizes various kinds of health data sets, including sensor information, medical evidence, and omic statistics, produced by modern healthcare techniques. The study [77] emphasizes the importance of data acquisition for learning models and highlights that deformed data, such as dirty data, noisy data, unstructured data, and inadequate information, can lead to inaccurate detection, estimation, and prediction.
[bookmark: _Toc146274710][bookmark: _Toc146275367][bookmark: _Toc146275918]		Another study conducted by [78] is based in Rwanda, a landlocked country lying south of the Equator in east-central Africa. The study aimed to predict out-of-pocket health expenditures in Rwanda using machine learning techniques. The study also examines the importance of predictor variables in the prediction process, with the total consumption of the household consistently identified as the most significant variable across all tested models. The study's findings have policy implications, recommending increased public spending on health in Rwanda and emphasizing the role of domestic financial resources in moving towards universal health coverage. Various machine learning algorithms were employed to compare their performance in predicting out-of-pocket health expenditures. The tested models include multivariate adaptive regression splines (MARS), decision trees, treenet, random forest, and gradient boosting. The paper utilizes the Rwanda Integrated Living Conditions Surveys (EICV5) dataset, which consists of information from 14,580 households in Rwanda in 2018. The treenet model was found to have the highest accuracy in predicting out-of-pocket health expenditures. The study found that the tenet model had the highest accuracy in predicting out-of-pocket health expenditures in Rwanda, with an accuracy of 87%. Other machine learning algorithms, such as multivariate adaptive regression splines (MARS), decision trees, random forests, and gradient boosting, were also tested and had varying levels of accuracy, ranging from 50.16% to 83%. The study [78] highlights the importance of the total consumption of households as a significant variable in predicting out-of-pocket health expenditures, it also notes that information can guide policymakers in designing interventions and policies to address the financial burden of healthcare on households. The accuracy of the models was assessed using train accuracy and test accuracy metric measures. 
[bookmark: _Toc146274711][bookmark: _Toc146275368][bookmark: _Toc146275919]		The early identification of high-cost patients with ischemic heart disease (IHD) presents a complex challenge in healthcare management. To address this issue effectively, there arises a need to employ advanced methodologies, a study conducted by [79] aimed to predict high costs in patients with ischemic heart disease (IHD) at an early admission stage by integrating network analytics with machine learning. The proposed approach combining network analysis and machine learning showed promising results in accurately predicting high costs in patients with IHD, highlighting the potential value of this method in the healthcare field. The study [79] constructed two networks, the Phenotypic Comorbidity Network, and the Distance-based Disease-Cost Network, based on hospital discharge records to capture the potential relationships between comorbidities and high healthcare costs. Six different machine learning models were developed and compared to determine the best performance in predicting high costs in patients with IHD. The integration of network analysis and machine learning showed promising results in accurately predicting high costs in patients with IHD, highlighting the potential value of this approach in the healthcare field. The hospital discharge records (HDR) were split into two parts, with one part used for generating two networks (Phenotypic Comorbidity Network and Distance-based Disease-Cost Network) based on 3-year data from 2015 to 2017, and the other part used for training and testing predictive models. Three novel network features were designed based on the two networks and patients' diagnoses at an early stage of admission to improve prediction accuracy. Non-network features were also extracted from the structural HDR, including baseline, CI, and historical features. Six machine learning models (Logistic Regression, Decision Tree, Neural Network, Random Forest, XGBoost, and LightGBM) were developed and compared using different input features (network and non-network features) to predict high costs in patients with IHD. The LightGBM model, using both network and non-network features, achieved the best area under the receiver-operating characteristic curve (AUC) of 0.900, indicating its superior performance in predicting high-cost in patients with ischemic heart disease (IHD) at an early stage of admission. Network features were found to be the most significant features, accounting for 47.4% of the feature importance, suggesting that incorporating network analytics into the predictive models improved the accuracy of the predictions. Models using network features provided more accurate predictions compared to those using only non-network features, highlighting the value of integrating network analysis with machine learning in healthcare.
[bookmark: _Toc146274712][bookmark: _Toc146275369][bookmark: _Toc146275920]		A study [83] discusses the impact of machine learning and artificial intelligence on various fields such as agriculture, healthcare, management, and social studies, with a focus on achieving better crop production, disease prediction, continuous monitoring, efficient supply chain management, improved operational efficiency, and reduced water waste. Machine learning and deep learning are the main AI approaches used in these industries [83]. The study highlights the applications of machine learning and AI in achieving better crop production, disease prediction, continuous monitoring, efficient supply chain management, improved operational efficiency, and reduced water waste. The paper [83] discusses using machine learning models for complex and diverse real-world data in these industries. It identifies specific use cases such as disease prediction, water irrigation optimization, sales growth, profit maximization, sales forecast, inventory management, security, fraud detection, and portfolio management. It emphasizes using machine learning and deep learning models by individuals, businesses, and government agencies to anticipate and learn from data. In healthcare, AI can predict disease, improve patient care, and optimise treatment plans. In management, machine learning and AI can contribute to sales growth, profit maximization, sales forecast, inventory management, security, fraud detection, and portfolio management. These practical implications can enhance productivity, reduce costs, improve decision-making, and provide better services to society. Some models used were naïve Bayesian models, SVM, and K-Nearest Neighbour [83].
[bookmark: _Toc146274713][bookmark: _Toc146275370][bookmark: _Toc146275921]		Another study [87] proposes nonparametric double robust machine learning to analyze the variable importance of medical conditions for health spending. The study demonstrates that the literature may be underestimating the spending contributions of several medical conditions, highlighting the need for further research to accurately capture their impact. The study [87] highlights that previous literature on the impact of medical conditions on healthcare spending has primarily focused on parametric risk adjustment methods, potentially underestimating the spending contributions of certain medical conditions. The study [87] suggests that using targeted learning methods, compared to standard parametric regression, can provide improved inferences for important health services research questions, with broader implications beyond studying the impact of medical conditions on health spending. Compared to parametric regression, the use of nonparametric double robust machine learning methods can provide more accurate variable importance analyses of medical conditions for health spending. The study [87] utilizes the 2011-2012 Truven MarketScan database as the data source. The Truven MarketScan enrollment and claims database includes records submitted by employers and private health plans. It contains information on commercially insured enrollees. After controlling for demographics and other conditions, the database is used to evaluate the average cost per year for commercially insured enrollees with 26 of the most prevalent medical conditions. For this study [87], the super learner contained three algorithms: main terms linear regression, lasso penalized regression, and a neural network with 2 units in the hidden layer.
[bookmark: _Toc146274714][bookmark: _Toc146275371][bookmark: _Toc146275922]		Research [89] provided a high-level overview of machine learning for healthcare outcomes researchers and decision-makers. It introduces key concepts for understanding the application of machine learning methods to healthcare outcomes research. It further describes current standards for rigorously learning an estimator through machine learning to predict a particular outcome. The study [89] also compares three common machine learning methods: decision tree methods, deep learning methods, and ensemble methods and demonstrates the application of machine learning methods to a simulated insurance claims dataset, specifically for predicting which patients are at heightened risk for hospitalization from ambulatory care-sensitive conditions. The study [89] noted that researchers and decision-makers in healthcare can gain a high-level understanding of machine learning and its application to healthcare outcomes research. The study guided key standards for rigorously evaluating estimators developed through machine learning approaches, ensuring the reliability and validity of predictions. Moreover, by comparing different machine learning methods, such as decision tree, deep learning, and ensemble algorithms, researchers can choose the most suitable approach for their specific research problems. The study [89] also included statistical code in R and Python, enabling researchers to develop and evaluate estimators for predicting patients at heightened risk for hospitalization from ambulatory care-sensitive conditions.
[bookmark: _Toc146274715][bookmark: _Toc146275372][bookmark: _Toc146275923]		McClellan et al., [91] assess the feasibility of applying machine learning (ML) methods to imputation in the Medical Expenditure Panel Survey (MEPS). It expands the existing literature by showing that better predictions from ML algorithms can lead to higher-quality matches for imputation in the Predictive Mean Matching (PMM) framework. The study [91] specifically focuses on improving the quality of imputations for event-level expenditure data collected in MEPS, which is the primary source of official United States statistics on individual and family-level medical spending. The study [91] suggests that using machine learning algorithms in the imputation process of the Medical Expenditure Panel Survey (MEPS) can lead to better imputations, improving the quality of the data collected. By applying machine learning techniques, the flexibility of the models allows for more accurate predictions and better matching of expenditure components, reducing mismatches in sources of payments. The study [91] demonstrates that using multiple sources of payment predictions in the matching process can further improve the imputation accuracy, providing options for enhancing the matching approach. The findings of this study [91] have practical implications for improving data quality in MEPS and other important surveys that rely on accurate imputations. The Study [91] also highlights the potential of machine learning algorithms to enhance imputation methods and generate more reliable and comprehensive data for healthcare expenditure analysis. The paper demonstrates that using machine learning algorithms in a Predictive Mean Matching (PMM) framework leads to better imputations in the Medical Expenditure Panel Survey (MEPS). The study compares the performance of different machine learning algorithms, including Ordinary Least Squares, Random Forest, Extreme Random Forest, Gradient Boosting, Deep Neural Network, and Standard Error, on imputing total expenditures and each payment source. The results show that using machine learning algorithms, particularly the random forest (RF) algorithm, improves the imputation accuracy and reduces discrepancies in expenditure sub-components. The data used in this paper comes from the 2016-2017 Medical Expenditure Panel Survey (MEPS). The flexibility of machine learning techniques allows for better matching and alignment between donor and recipient payment patterns, enhancing the quality of imputations The findings suggest an expanded role for machine learning in the MEPS imputation process and broader survey data preparation applications, improving the accuracy and reliability of healthcare expenditure analysis. The paper suggests that the machine learning (ML) algorithms and alternative matching schemes used in this study can improve the overall quality of expenditure imputation in the Medical Expenditure Panel Survey (MEPS). Further research could explore the application of ML algorithms and alternative matching schemes in other surveys to assess their feasibility and effectiveness in improving imputation accuracy. Machine learning (ML) algorithms outperformed Ordinary Least Squares (OLS) in both prediction and matching imputation in the Medical Expenditure Panel Survey (MEPS). The Stacked Ensemble approach, which combines all the ML algorithms, performed the best, improving expenditure prediction R2 by 108% (0.156 points) and final imputation R2 by 227% (0.397 points).
			 
[bookmark: _Toc146274716][bookmark: _Toc146275924]2.3 Conclusion

[bookmark: _Toc146274717][bookmark: _Toc146275374][bookmark: _Toc146275925]		In conclusion, there are various algorithms available for the prediction of medical expenditures, each tailored to specific data analysis needs. Machine learning algorithms can be broadly categorized into three types: classification, regression, and clustering. In our quest to address the challenge of detecting misinformation related to medical expenditure, the regression approach emerged as the most suitable choice. The rationale behind this selection lies in the variables we examined in our studies, which predominantly revolve around the analysis of costs over a temporal continuum. Given this context, time series regression emerged as the optimal method for predicting expenditure outcomes. Time series regression, in essence, is a powerful analytical tool that takes historical cost data and considers the time aspect, providing us with valuable insights into how medical expenses evolve. In simpler terms, utilizing time series regression to forecast medical expenses is akin to having a sophisticated calculator that not only considers past spending patterns but also projects future expenditures, thereby aiding in informed decision-making processes within the healthcare sector. This chapter undertook a comprehensive analysis aimed at identifying the top five forecasting algorithms employed for predicting medical sector expenditures over the recent five-year period (2017-2022). A total of 150 research papers were scrutinized, covering various aspects of forecasting within the medical field, including expenses, revenue, medical insurance premiums, risk factors, and more. This extensive pool was subsequently narrowed down to 35 papers that specifically addressed forecasting related to medical expenditures. Following a thorough literature review of these 35 papers, the five most popular and accurate algorithms in this domain were identified, these were: Support Vector Machines, Linear Regression, Bayesian Ridge Regression, Decision Tree Regression, and Random Forest Models. These algorithms found widespread application in research, consistently delivering commendable results. Additionally, the literature review revealed that the majority of datasets employed in various studies were sourced from reputable sources such as Kaggle, GitHub, Government agencies, and verified sources such as hospitals or insurance companies. Nevertheless, it's worth noting that a few studies opted to create their in-house datasets due to various constraints, such as language barriers, time limitations, and concerns regarding dataset reliability. Furthermore, it came to light during the literature review that certain papers explored more complex algorithms, such as Artificial Neural Networks [63] and Extreme Gradient Boosting [72], which demonstrated impressive accuracy. However, these were not considered in our top five selections due to their relatively lower popularity within the field.
		
		


















[bookmark: _Toc146275926]CHAPTER 3: Experimental Study
	
			
[bookmark: _Toc146275927]3.1 INTRODUCTION

This chapter provides an extensive account of the research methods employed throughout this study, rendering it a pivotal component of our research endeavor. It serves as a comprehensive guide to the execution of the experiment and the attainment of our desired outcomes. The experimental study plays a fundamental role as it facilitates the examination of various machine learning models using sample data, thereby validating their performance against the documented findings derived from the initial qualitative study conducted in the first phase. Notably, the experimental study was carried out internally, within our research environment, culminating in the formulation of results expressed in the form of root mean square error.		

[bookmark: _Toc146275928]3.2 Experimental Map

The experimental map shows detailed information on the different phases that were carried out during the experiment phase. The roadmap was thoroughly followed to accomplish the experimental phase of the search.

[image: ]
Fig. 1: Experimental Map Representing each phase.

[bookmark: _Toc146275929]3.3 Development of a Unified Information System	

The initial and foremost critical undertaking for experimenting revolved around the development of an information system. The primary rationale behind creating this information system stemmed from its pivotal role: it served as the central repository from which data would be extracted to execute the desired experiments. The steps mentioned below were employed to develop a prototype of the core functionalities of the information system. 

[bookmark: _Toc146275930]3.3.1 Requirement Gathering 

The initial phase in the development of the desired information system involved the meticulous process of requirement gathering. This encompassed delineating how the information system should be structured, specifying its core functionalities, identifying fundamental modules within a medical information system, and exploring potential supplementary features for incorporation. To initiate this requirement-gathering endeavor, we embarked on an extensive search for existing information systems. Once identified, we pursued the acquisition of these systems, with some being readily available for free, allowing for straightforward downloading and setup for evaluation, particularly in the realm of open-source solutions. However, it is noteworthy that certain systems were exclusively available through paid versions. In such cases, we either requested a demonstration of the system's capabilities or scrutinized available demo videos. The roster of systems under scrutiny encompassed prominent names such as OpenMRS (Open Medical Record System), GNU Health, OpenEMR, FreeMED, Bahmni, RapidHealth, OpenClinica, and the Patient Information System (PATIS). Beyond this, we conducted informal yet insightful interviews with key stakeholders within the medical sector. This collaborative approach enabled us to pinpoint critical functionalities currently available in existing information systems that required enhancement or refinement. Subsequently, the culmination of these requirements, drawn from diverse sources, culminated in the development of an exhaustive requirement document. This document not only served as a robust foundational blueprint but also as the skeletal framework guiding the subsequent phases of information system development.  

[bookmark: _Toc146275931]3.3.2 Designing of Medical Unified Information System	

Leveraging the previously collected requirements, the development process initiated the creation of five essential core modules: the Doctor Module, Patient Module, Nurse Module, Billing Module (Insurance), and Prescription Module. Each of these modules serves distinct functions within the system, addressing specific healthcare needs. The subsequent section offers comprehensive insights into the roles and functionalities of each module. To give the information system a reference we gave it a name, the name that we proposed for the system was “Tinaqu”. Tinaqu is a Fiji’s indigenous language (native language in Fiji) for mother. 

[bookmark: _Toc146275932]3.3.2.1 Doctor Module

The Doctor Module within Tinaqu serves as a comprehensive healthcare management tool that significantly enhances the efficiency and quality of patient care. 

Firstly, it simplifies the task of patient record management by enabling doctors to create, access, and update electronic patient records, ensuring that vital personal information, medical history, and other details are readily available during consultations. This facilitates informed decision-making and personalized care. 
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Fig. 2: List of Patients’ List shown in Tinaqu
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Fig. 3: Editing of Patient Information in Tinaqu

Moreover, the module provides access to patients' medical histories, test results, and prior diagnoses, aiding doctors in making precise diagnoses and tailoring treatment plans. It also supports seamless communication and collaboration among healthcare professionals, allowing doctors to share patient information and treatment plans with nurses, specialists, and other team members. 
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Fig. 4: Part of Previous Encounter of a patient.

Additionally, it includes appointment scheduling capabilities to help doctors manage their schedules efficiently, reducing patient wait times. 
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Fig. 5: Part of Appointment Module in Doctors’ Portal

The module assists in prescription management, offering electronic prescriptions that minimize errors in medication management. 
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Fig. 6: Part of Prescription Module in Doctors’ Portal

Furthermore, it facilitates accurate billing by documenting the services provided during patient visits, streamlining the billing process, and expediting insurance claims. Quick and secure access to patient health records is another key feature, enabling doctors to make well-informed decisions. In essence, Tinaqu's Doctor Module is a versatile and indispensable tool that simplifies a doctor's workflow, leading to more efficient and accurate patient care. The doctor module also includes other minor features that are not discussed above such as automatic sick sheet generation, and automatic emailing of a sick sheet to a patient or patient’s employer. The system can also be easily customizable, to add any other module required by stakeholders. 

[bookmark: _Toc146275933]3.3.2.2 Patient Module

The Patient Module within Tinaqu plays a crucial role in elevating patient experiences and assisting healthcare providers in delivering top-notch care.

Firstly, patients have access to a centralized and updated record of their healthcare journey, which healthcare providers can reference during consultations for tailored care and informed decision-making.
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Fig. 7: Patient Encounter Module in Patients’ Portal

The module also includes features for appointment scheduling, allowing patients to conveniently request and manage their appointments. This reduces waiting times and enhances the overall patient experience. 
Additionally, patients have secure access to their health records and test results, fostering transparency and empowering them to actively engage in managing their health.
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Fig. 8: Booking appointment from website
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Fig. 9: Booking appointment from the Patient Portal

Beyond its patient-centric benefits, the Patient Module streamlines administrative tasks for healthcare providers. It simplifies billing and payment processing, making financial transactions and insurance claims more straightforward. 
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Fig. 10: Billing Module in Patient Portal

Furthermore, it facilitates communication between patients and healthcare providers through secure messaging, enabling patients to seek guidance and ask questions between appointments.

[bookmark: _Toc146275934]3.3.2.3 Nurse Module

The Nurse Module within Tinaqu is a pivotal component designed to streamline healthcare processes and enhance patient care delivery through the efficient coordination of nursing professionals. At its core, this module offers a range of functionalities that cater to the unique requirements of nurses in healthcare settings.

Firstly, the Nurse Module facilitates the comprehensive coordination of patient care. It includes features for recording and monitoring vital signs, which are critical for patient assessment and ongoing care. Additionally, nurses can utilize the module to administer medications, accurately document dosage administration, and track medication schedules, ensuring patient safety and compliance.
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Fig. 11: Vital Noting in Nurse Portal

Documentation and patient progress tracking are also central to the Nurse Module's capabilities. Nurses can efficiently record patient observations, progress notes, and interventions, creating a digital trail of care that is easily accessible to other healthcare team members. This supports seamless communication and collaboration among the care team, ultimately benefiting patient outcomes.

Incorporating features for task management and prioritization, the module assists nurses in managing their daily workload. Nurses can efficiently organize and prioritize tasks, such as patient assessments, medication administration, and wound care, ensuring that critical patient needs are met promptly.

Furthermore, the Nurse Module enhances patient engagement by providing patients with access to their health information. Patients can view their vital signs, medication schedules, and nursing notes, fostering transparency, and empowering them to actively participate in their care.

[bookmark: _Toc146275935]3.3.2.4 Pharmacy Module

The Pharmacy Module within Tinaqu is a pivotal component designed to streamline pharmacy operations and enhance patient medication management within healthcare settings. This module offers a range of functionalities tailored to the unique requirements of pharmacists and pharmacy staff.
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Fig. 12: Part of Medicine Listing in Pharmacy Portal

First and foremost, the Pharmacy Module simplifies medication management by maintaining a comprehensive electronic repository of medication records. Pharmacists can efficiently manage drug inventory, track medication availability, and ensure that patients receive the right medications. This functionality promotes patient safety by reducing the risk of medication errors and ensuring that pharmacies are well-stocked with essential medications.

Medication dispensing is a critical aspect of pharmacy operations, and the module facilitates this process seamlessly. Pharmacists can accurately dispense medications, generate prescription labels, and provide patients with clear and concise instructions for medication use. Additionally, the module includes features for managing prescription refills and tracking medication adherence, ensuring that patients receive their medications as prescribed.
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Fig. 13: Medicine dispensing in Pharmacy Portal

[bookmark: _Toc146275936]3.3.2.5 Billing/Insurance Module

The Billing and Insurance Module within Tinaqu is a fundamental component designed to streamline financial transactions, manage insurance claims, and ensure the smooth operation of healthcare billing processes within healthcare organizations.

Firstly, the module simplifies the billing process for healthcare services. It allows healthcare providers to accurately document the services rendered during patient visits, including medical procedures, tests, consultations, and medications. This detailed documentation ensures that billing records are complete and compliant with regulatory requirements. Additionally, the module generates invoices and billing statements, which can be easily shared with patients for payment processing.
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Fig. 14: Sample Invoice generated from in Billing Portal

Insurance claims management is another essential function of the module. Healthcare providers can use it to process insurance claims efficiently. This includes verifying patient insurance eligibility, submitting claims electronically to insurance companies, and tracking the status of claims. The module helps reduce claim denials and accelerates reimbursement, improving the financial health of healthcare organizations.
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Fig. 15: Information displayed on Insurance Providers Dashboard

Furthermore, the module can manage patient financial records, including outstanding balances, payment history, and financial assistance programs. This information is crucial for financial counselors and patient support teams to work with patients in managing their healthcare expenses effectively.

Insurance coordination is an integral part of the Billing and Insurance Module. Healthcare providers can verify patient insurance coverage, track insurance authorizations for medical procedures, and communicate with insurance companies to resolve any issues or discrepancies. This ensures that patients receive the maximum insurance benefits available to them.

Patient communication is also supported, as the module can generate and distribute patient statements and billing reminders. This helps improve patient billing transparency and encourages timely payment.

[bookmark: _Toc146275937]3.3.3 User Testing 

Upon the successful development and integration of all five modules—namely, the Patient, Doctor, Nurse, Pharmacy, and Insurance Module—the project entered the critical testing phase. During this phase, dummy data was systematically employed to rigorously evaluate the functionality of each module, ensuring that they operated by their intended specifications and requirements. This meticulous testing process aimed to validate the seamless interaction and performance of these modules within the integrated healthcare system.

[bookmark: _Toc146275938]3.3.4 Entering Data into System

Following the successful completion of rigorous testing and comprehensive checks, the project transitioned into the dataset construction phase. Over two months, a carefully curated set of dummy data was methodically input into the system. This dataset played a pivotal role as it laid the groundwork for subsequent experiments, enabling us to extract essential information and conduct the planned experiments.

[bookmark: _Toc146275939]3.4 Getting Dataset

Following the input of data into the system, specifically Tinaqu, we proceeded to the second step which was exporting the dataset from the information system for experimental purposes. In this extraction process, we focused on specific data points, including the dates of patient visits, the prescribed medications, and the corresponding medication costs. These selected data elements were vital for our experiments and research objectives. After exporting the data into an Excel format, a thorough data verification process was conducted. This verification involved meticulous checks to ensure the cleanliness and readiness of the dataset for subsequent use. This step was essential to confirm the accuracy and reliability of the data, ensuring its suitability for analysis and experimentation.

[bookmark: _Toc146275940]3.5 Experimental Environment

The third phase of the experimental study entailed the careful selection of an appropriate experimental environment to facilitate our investigative efforts. After careful consideration, Google Colaboratory, commonly referred to as Google Colab, emerged as the optimal choice. This decision was driven by several key advantages. Google Colab provides a virtualized infrastructure, negating the necessity for additional physical hardware resources. Its accessibility via a standard web browser made it a convenient option. To execute our experiments, we employed the Python programming language, utilizing an online Jupyter notebook within the Google Colab framework. Integration with a Google account allowed for the seamless storage of all notebook files within Google Drive, obviating the need for additional configuration steps. During the initial setup, Google Colab allocated approximately 12 GB of RAM and 107 GB of hard disk resources, ensuring ample computational capacity for our experiments.
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Fig. 16: Google Compute Engine backend
Showing resources

[bookmark: _Toc146275941]3.6 Importing Libraries

Throughout our study, a range of libraries were imported, each with its unique functionality and purpose. Google Colab boasted a rich ecosystem of pre-defined Python libraries, each readily accessible for importation as standalone modules or comprehensive packages. This feature greatly enriched the flexibility of our experimental setup. These libraries were instrumental in supporting and enhancing our research endeavors.

i.       Pandas – an open-source library that is a popular data manipulation and analysis library in Python. It provides data structures and functions for efficiently working with structured data, such as tables or spreadsheets. These are particularly useful for tasks like data cleaning, data transformation, and data analysis.
ii.       Sklearn - Scikit-learn provides tools for various machine learning tasks, including classification, regression, clustering, and forecasting.
iii.       Datetime - built-in module in Python that provides classes for working with dates and times. It's a versatile module that allows you to manipulate dates and times, format them, and perform calculations.
iv.       Matplotlib - used to create and customize plots, set labels and titles, and adjust plot appearance. This module is particularly popular for creating static 2D plots like bar charts, scatter plots, line charts, and histograms.
v.       Numpy - library in Python for numerical and array-based operations. It provides support for creating and manipulating arrays, mathematical functions for array operations, and tools for working with large datasets and matrices.
vi.       Keras - library written in Python, known for its user-friendly and modular interface, making it relatively easy for developers and researchers to build and experiment with neural networks.

[bookmark: _Toc146275942]3.7 Importing Dataset
		
In the earlier stages of our research, we acquired the dataset from the Tinaqu system. Once this dataset was ready for experimental use, we implemented a systematic process to facilitate our research endeavors. Firstly, the dataset was uploaded to a local machine designated for experimentation. Subsequently, we transferred the dataset from this local machine to a session storage system, which ensured convenient accessibility during our experiments. To initiate our research experiments, we utilized the "read" function to load the dataset into our experimental environment. The dataset, aptly named "Data," comprised three crucial columns: Dates, Prescribed Medicine, and Sum of Amount, encapsulating two months' worth of data. These meticulous steps were crucial in preparing and importing the dataset for our research, providing a solid foundation for in-depth analysis and experimentation.
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Fig. 17: Loading and reading the dataset files to Google Colab

[bookmark: _Toc146275943]3.8 Visualization of Dataset

To facilitate a more comprehensive understanding of the dataset, a rigorous analysis was undertaken. This analysis encompassed the assessment of several critical factors, notably the frequency of medication prescriptions within a 60-day window, the number of medical encounters occurring during the same timeframe, and the expenditure allocation concerning the country of origin or manufacturer of the medications. Data visualization was meticulously executed through the utilization of Microsoft Excel. It is noteworthy that this visualization exercise was conducted in parallel with, yet distinctly separate from, the core experiment with the primary objective of enhancing dataset comprehension.


Fig. 18: Medicine Prescribed in 60 days.


Fig. 19: Medical Encounters in 60 days


Fig. 20: Expenditure per Country in 60 days



[bookmark: _Toc146275944]3.9 Data Splitting 

The dataset underwent a partitioning process where 80% of it was allocated for training the model, and the remaining 20% was earmarked for testing the model. Consequently, 48 days of data were designated for training purposes, while a distinct set of 12 days of data was reserved exclusively for model testing.


Fig. 21: Graph depicting data splitting. 

[image: ]
Fig.22: Data Splitting in Google Colab. 

[bookmark: _Toc146275945]3.10 Building the Model 

Five forecasting models, including Support Vector Machines, Linear Regression, Bayesian Ridge Regression, Decision Tree Regression, and Random Forest Models, have been constructed with the assistance of the scikit-learn machine learning library. The subsequent sections will provide a professional and simplified account of the experimental methods and results for each of these forecasting models.



[bookmark: _Toc146275946]3.10.1 Support Vector Machine

[bookmark: _Toc146275947]3.10.1.1 Algorithm Description 

Support Vector Machines (SVM) offer a robust framework for forecasting in various domains, particularly in time series forecasting. Starting with historical time-ordered data, SVMs can capture intricate patterns and relationships, even in cases with non-linear dependencies. After splitting the data into training and testing sets, SVMs are trained to understand underlying trends and patterns. Careful selection of hyperparameters, such as the kernel function and regularization parameter, can enhance forecasting accuracy. SVMs excel in scenarios where the data dimensionality is high or when facing limited training examples. SVMs find application in diverse fields, from financial forecasting, where they predict stock prices and market trends, to demand forecasting, weather prediction, and energy consumption forecasting, offering valuable insights for informed decision-making in these domains.

[bookmark: _Toc146275948]3.10.1.2 Mathematical Foundation 
	
The mathematical foundation for support vector machine regression which can be utilized for predicting continuous values, can be expressed as: 

Training data points (X1,Y1), (X2,Y2),…… (Xn, Yn)
X1 -represents the dates.
Y1 - represents the target values, that is, the sum of amounts.

The SVM regression model aims to find a function  that predicts y as closely as possible.






Where:

                     



[bookmark: _Toc146275949]3.10.1.3 Algorithm Model 
	
            The Python code provided below was generated to create a SVR machine-learning model.
	
	
	[image: ]

	[image: A close-up of a computer screen

Description automatically generated]

	[image: A close up of words

Description automatically generated]
		Fig.23: Support Vector Machine Regression model building. 

[bookmark: _Toc146275950]3.10.1.4 Results  
	
After completing the experiment using the support vector machine model below results were obtained. The Root Mean Square Error which was obtained after the completion of the experiment was 44.37. 

[image: ]
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		Fig.24: Support Vector Machine Root Mean Square Error result. 
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		Fig.25: Support Vector Machine forecasted result. 

In the graph, the red data points denote the observed test data, while the blue line corresponds to the predictive values generated by the Support Vector Machine model. This visual analysis aids in gauging the model's ability to accurately capture the underlying data patterns.

[bookmark: _Toc146275951][bookmark: _Hlk146197429]3.10.2 Linear Regression
[bookmark: _Toc146275952]
3.10.2.1 Algorithm Description 
	
Linear regression plays a vital role in predicting future values or trends based on historical data. It is often used when there is a belief that a linear relationship exists between the input variables (features) and the target variable (the quantity to be forecasted). For instance, linear regression can be applied to forecast stock prices, sales figures, or any time-series data by capturing the linear trends and patterns in the historical data. The algorithm estimates the parameters (slope and intercept) of a linear equation that best fits the data, allowing for future values to be predicted. While linear regression is a simple and interpretable method, it may not capture complex nonlinear relationships in some forecasting scenarios, where more advanced techniques like time series analysis or machine learning models such as ARIMA, LSTM, or Prophet may be more suitable. Nonetheless, linear regression remains a valuable tool in the machine learning forecasting toolbox, especially for tasks where linear relationships are apparent or when simplicity and interpretability are essential.

[bookmark: _Toc146275953]3.10.2.2 Mathematical Foundation 

In linear regression, the goal is to model a relationship between a dependent variable (target) and one or more independent variables (features) using a linear equation. The mathematical equation for simple linear regression with one independent variable can be represented as:



Where: 

 	



[bookmark: _Toc146275954]3.10.2.3 Algorithm Model 
	
 The Python code provided below was generated to create a linear regression machine-learning model.
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		Fig.26 Linear Regression model building. 


[bookmark: _Toc146275955]3.10.2.4 Results  

After completing the experiment using the Linear Regression model below results were obtained. The Root Mean Square Error which was obtained after the completion of the experiment was 44.51.
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[image: ]
		Fig.27: Linear Regression Root Mean Square Error result. 

[image: ]
	Fig.28: Linear Regression forecasted result. 

In the provided graph, the red data points represent the observed test data, which are the actual values from your dataset. On the other hand, the blue line represents the predictive values generated by the Linear Regression model. This visual analysis is crucial for assessing how well the model performs in capturing the underlying patterns in the data. This graphical evaluation provides a quick and intuitive way to gauge the model's predictive accuracy and its suitability for the given forecasting or regression task.


[bookmark: _Toc146275956]3.10.3 Bayesian Ridge Regression model
[bookmark: _Toc146275957]
3.10.3.1 Algorithm Description 
	
Bayesian Ridge Regression is a powerful technique for forecasting that blends the principles of linear regression with Bayesian probabilistic modeling. This algorithm begins by preprocessing the historical data, ensuring its cleanliness and, if necessary, normalizing it. It initializes prior distributions for the model parameters, typically set to Gaussian distributions, and then leverages Bayesian inference to estimate these parameters. The result is a posterior distribution over the model parameters, which include the coefficients of the linear regression model and the precision of the noise term. For forecasting, the algorithm employs this posterior distribution to calculate predictive distributions for future values of the target variable, providing not only point forecasts but also estimates of the associated uncertainty. This approach is particularly valuable in situations where incorporating uncertainty into forecasts is critical, and when prior knowledge about the model parameters is available. Bayesian Ridge Regression provides a robust framework for accurate and probabilistic forecasting while allowing for control over model complexity through regularization.

[bookmark: _Toc146275958]3.10.3.2 Mathematical Foundation 
	
In Bayesian Ridge Regression, the forecasting model can be expressed mathematically as follows:

Given a dataset consisting of observations of the dependent variable Y and one or more independent variables X, the Bayesian Ridge Regression model is defined as:


Where: 

		   is the design matrix that includes the independent variables, including a column of ones for the intercept term if it's included in the model.
 is a vector of regression coefficients that need to be estimated. In Bayesian Ridge Regression, these coefficients are treated as random variables with a Gaussian (normal) distribution.
 is the error term, representing the random noise in the data. It follows a Gaussian distribution with mean 0 and precision (inverse of variance) a.

[bookmark: _Toc146275959]3.10.3.3 Algorithm Model 
	
The below Python code was generated to create a Bayesian Ridge Regression machine-learning model.
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		Fig.29 Bayesian Ridge Regression model building. 

[bookmark: _Toc146275960]3.10.3.4 Results  

After completing the experiment using the Bayesian Ridge Regression model below results were obtained. The Root Mean Square Error which was obtained after the completion of the experiment was 45.82.

[image: ]
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		Fig.30: Bayesian Ridge Regression Root Mean Square Error result. 

[image: ]
Fig.31: Bayesian Ridge Regression forecasted result.

In the presented graph, the red data points serve as a representation of the observed test data, constituting the actual values derived from our dataset. Conversely, the blue line signifies the predictive values produced by the Bayesian Ridge Regression model. This visual depiction holds significant importance in evaluating the model's efficacy in capturing the inherent patterns within the dataset. 

[bookmark: _Toc146275961][bookmark: _Hlk146198761]3.10.4 Decision Tree Regression model
[bookmark: _Toc146275962]
3.10.4.1 Algorithm Description 
	
Decision Tree Regression is a machine learning algorithm used for forecasting or regression tasks. Unlike classification trees that predict discrete categories, decision tree regression predicts continuous values. Decision Tree Regression is a machine learning algorithm designed for forecasting tasks, specifically for predicting continuous values. It operates by recursively partitioning the dataset based on the most informative features, intending to minimize a chosen quality measure (e.g., Mean Squared Error) at each node. This results in a tree-like structure where leaf nodes represent predicted values. During prediction, new data is traversed through the tree, following the splits based on feature values, and forecasting is obtained from the corresponding leaf node. Decision Tree Regression is valuable for capturing complex, non-linear relationships in data, and its interpretability aids in understanding the factors influencing forecasts. 

[bookmark: _Toc146275963]3.10.4.2 Mathematical Foundation 
	
The mathematical equation for Decision Tree Regression is quite straightforward. Decision trees are a non-parametric supervised learning method used for regression tasks. The regression equation for a decision tree can be described as follows:

For a given input feature vector X, the predicted target value  is determined based on the structure of the decision tree, which consists of a series of conditional rules applied to X to traverse the tree.

Mathematically, it can be represented as a piecewise constant function:



Where:
 is the predicted target value for the input feature vector X.
N is the number of terminal nodes (leaves) in the decision tree.
 represents the constant value associated with the i-th leaf node.
 represents the region or subset of feature space defined by the i-th leaf node.
 is an indicator function that equals 1 if X falls within the region  and 0 otherwise. 

[bookmark: _Toc146275964]3.10.4.3 Algorithm Model 
	
The Python code provided below was generated to create a machine-learning model.

	[image: ]

	[image: ]
	[image: ]
		Fig.32 Decision Tree Regression model building. 

[bookmark: _Toc146275965]3.10.4.4 Results  

After completing the experiment using the Decision Tree Regression model the results obtained are shown below results. The Root Mean Square Error which was obtained after the completion of the experiment was 45.23.
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		Fig.33: Decision Tree Regression Root Mean Square Error result. 

[image: ]
Fig.32: Decision Tree Regression forecasted result.


In the depicted graph, the red data points represent the observed test data, reflecting the actual values extracted from our dataset. On the other hand, the blue line represents the predictive values generated by the Decision Tree Regression model. This visual representation plays a crucial role in assessing the model's ability to capture the underlying patterns within the dataset.

[bookmark: _Toc146275966]3.10.5 Random Forest Regression Model
[bookmark: _Toc146275967]
3.10.5.1 Algorithm Description 
	
Random Forest Regression is a powerful machine learning algorithm employed extensively for forecasting tasks. It operates by creating an ensemble of decision trees, combining their predictions to yield accurate forecasts. In the input stage, historical data containing both independent features and the target variable is utilized. The number of decision trees in the forest (known as n_estimators) is determined, along with parameters governing tree growth, such as maximum depth and minimum samples per leaf. Optionally, hyperparameters can be fine-tuned for further model optimization. The training process involves constructing each decision tree using bootstrapped subsets of the data and random subsets of features, fostering diversity among the trees. When making forecasts on new data, the Random Forest Regression model processes the input through each tree, obtaining individual predictions, and then averages these predictions to produce the final forecast. Model evaluation, typically done with metrics like MAE, MSE, or RMSE, ensures its performance on test/validation data. Random Forest Regression's robustness and capacity to capture complex relationships make it a valuable asset for various forecasting tasks, delivering reliable and accurate predictions.


[bookmark: _Toc146275968]3.10.5.2 Mathematical Foundation 
	
A Random Forest regression model is an ensemble learning method used for regression tasks. It combines multiple decision tree regressors to make predictions. The prediction for a new input is typically the average (or sometimes the median) of the predictions from all the individual decision trees.

The mathematical equation for a Random Forest regression model can be represented as follows:



Where:
 	​ is the predicted value.
 is the intercept (constant) term.
  is the coefficient for the feature X. 

[bookmark: _Toc146275969]3.10.5.3 Algorithm Model 
	
The Python code provided below was generated to create a Random Forest machine-learning model.
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		Fig.35 Random Forest Regression model building. 

[bookmark: _Toc146275970]3.10.5.4 Results  

After completing the experiment using the Random Forest Regression model below results were obtained. The Root Mean Square Error which was obtained after the completion of the experiment was 45.55.
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[bookmark: _Hlk146200291]		Fig.36: Random Forest Regression Root Mean Square Error result. 

[image: A graph with red lines and blue lines
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Fig.37: Random Forest Regression forecasted result.

The graph depicted in the visualization serves as a pivotal tool in evaluating the performance of the Random Forest Regression model and discerning the relationship between the actual observed test data and the predictive values generated by the model. In this graphical representation, the red data points, thoughtfully connected by a continuous red line, meticulously portray the observed test data. These data points are a direct reflection of the factual values sourced from our comprehensive dataset, covering the specific date range under consideration. In contrast, the striking blue line, distinctively marking the predictive values, embodies the model's ability to forecast future data points within the same date range. These predictive values are meticulously calculated through the model's comprehensive learning process, which primarily stems from the training data. 

[bookmark: _Toc146275971]3.11 Conclusion 

This chapter holds a central position within our research, as it serves as the cornerstone for substantiating our research findings. The initial step involved the development of the information system. Once that was completed, dummy data was fed into the system, and using the export function, the required dataset was obtained in Excel. Once we obtained the dataset, it was split into an 80:20 ratio, effectively segregating it into two critical components: the training data and the test data. This division is fundamental in machine learning as it allows us to train our models on one subset and assess their performance on another, unseen subset, thereby ensuring the validity of our results. In this experiment, we opted for regression algorithms as our modeling techniques, including Support Vector Machine (SVM), Random Forest, Decision Tree, Bayesian Ridge, and Linear Regression. To gauge the efficacy of these algorithms, we employed the Root Mean Square Error (RMSE) as our performance evaluation metric, a widely accepted measure in regression analysis. Notably, all the algorithms produced RMSE values in the 40s, which, as we hypothesize, may be attributed to the relatively limited size of our dataset, potentially constraining the models' ability to generalize effectively. Despite this, we identified three standout performers among the algorithms: Support Vector Machine, Linear Regression, and Decision Tree. These models exhibited superior performance compared to their counterparts in our experimental setup. Consequently, this chapter not only outlines our methodology but also hints at areas where further investigation and refinement may be needed to enhance the robustness of our findings.




















[bookmark: _Toc146275972]CHAPTER 4: Research Finding
			
[bookmark: _Toc146275973]	4.1 Introduction

This chapter holds significant importance in our research as it presents the findings that address the initial research questions we established at the project's outset. These questions aimed to identify the three best algorithms for stakeholders in the medical field to use in predicting healthcare expenditure. This predictive ability is valuable for stakeholders in planning budgets, making investment decisions, and projecting returns. Unlike research projects that focus on a single topic, our study encompasses multiple research objectives. In this chapter, we explore three research questions that are closely tied to our research topic. These questions evolved and were refined throughout our research to broaden our study's scope. These three key research questions are as follows:

i. What are the five most used forecasting algorithms in the medical sector?
ii. What are the top three algorithms for forecasting healthcare data?
iii. Which algorithm is best suited for predicting pharmaceutical expenditure?

The thorough examination of these questions forms the core of this chapter, guiding our research toward well-supported conclusions and valuable insights.
		
[bookmark: _Toc146275974]4.2 Research Finding

[bookmark: _Toc146274721]RQ1: What are the five most used forecasting algorithms in the medical sector?

As per the comprehensive analysis conducted within the confines of our literature review, an extensive array of forecasting algorithms came to the fore. To distill this wealth of options into a succinct set of the top-performing five algorithms, a systematic approach was adopted. A matrix, thoughtfully constructed, played a pivotal role in this endeavor. Within this matrix, two primary criteria were employed to guide our selection process: the frequency of utilization and the algorithms exhibiting the most favorable Root Mean Square Error (RMSE) performance. These criteria not only ensured a thorough examination of the algorithms' prevalence in previous research but also emphasized their efficacy in achieving accurate predictions. Upon thorough analysis and evaluation, the five algorithms that stood out as the most prominent and robust choices were identified. These algorithms, namely Random Forest, Support Vector Machine (SVM), Decision Tree, Bayesian Ridge, and Linear Regression, enjoyed significant precedence in the literature. Their recurrent utilization in prior studies underscored their relevance and practical utility within the domain of forecasting. In essence, this discerning process, guided by both prevalence and performance, culminated in the selection of these five algorithms, laying the foundation for their rigorous evaluation in our research.

[bookmark: _Toc146274722]RQ2: What are the top three algorithms for forecasting healthcare data?

Upon finalizing the selection of the five algorithms to be employed in our experiment, we harnessed the previously developed information system to extract pertinent data. This dataset encompassed essential information such as the dates of patients' hospital visits, the corresponding medication expenditure, and the diagnoses. Prudently, we refrained from exporting sensitive patient-specific details, including their names, to uphold stringent data privacy standards. Subsequently, utilizing this curated dataset, we proceeded to subject each of the five identified algorithms to rigorous experimentation. Our evaluation entailed the calculation of the Root Mean Square Error (RMSE) for each algorithm, a crucial metric in assessing predictive accuracy. Furthermore, we visualized the results by plotting graphs for each algorithm, providing insights into their respective relationships with the data. Following the comprehensive experimentation phase, we conducted a meticulous comparative analysis based on the RMSE values obtained. The ensuing comparison matrix, depicted below, encapsulated the performance distinctions among the algorithms. Out of the five algorithms under scrutiny, three emerged as notable frontrunners: Support Vector Machine, Linear Regression, and Decision Tree. Their outstanding performance underscores their potential as pivotal tools in our quest to predict healthcare expenditure effectively.





Fig.38: Comparison matrix of Algorithms.

[bookmark: _Toc146274723]RQ3: Which algorithm is best suited for predicting pharmaceutical expenditure?

Having pinpointed the three most promising algorithms, the subsequent task of selecting the optimal one for integration into the information system became considerably streamlined. This pivotal decision bore the potential to enable real-time forecasting capabilities within the system, a prospect of paramount importance. Notably, the Support Vector Machine (SVM) algorithm emerged as the standout choice among the three contenders. Its superior performance in facilitating precise forecasting duties, whether in the realm of pharmaceuticals or any facet of medical sector expenditure prediction, underscored its remarkable efficacy. This determination was substantiated by referencing the Root Mean Square Error (RMSE) as the guiding metric—a trusted reference point that reaffirmed SVM's supremacy in our pursuit of accurate and dependable forecasting.
[bookmark: _Toc146275975]
4.3 Conclusion

This chapter serves as the culmination of our research efforts, unveiling the discoveries derived from a combination of prior scholarly work and our in-house experimental investigations. We embarked on this journey guided by three key research questions, which provided us with a clear roadmap and a defined focus for our ultimate objectives. The initial research question aimed at discerning the five most frequently employed algorithms within the medical sector for forecasting. Armed with this knowledge and a curated dataset, our subsequent inquiry centered on identifying the three most dependable algorithms with the lowest Root Mean Square Error (RMSE). The potential beneficiaries of these findings span a diverse spectrum, including insurance providers, government entities, and healthcare clinics, who stand to gain valuable insights for making informed, real-time decisions based on the data at their disposal. Our findings underscore the supremacy of supervised learning algorithms for medical expenditure forecasting. Notably, Random Forest, Support Vector Machine (SVM), Decision Tree, Bayesian Ridge, and Linear Regression emerged as the cream of the crop, demonstrating their consistent prowess over the past five years. It's worth highlighting that our dataset compilation was a meticulous process, drawing from a plethora of credible sources, while also necessitating the creation of in-house datasets due to limitations in the availability of suitable data. Leveraging our experimental study, we further narrowed down our selection to the top three algorithms: Support Vector Machine, Linear Regression, and Decision Tree, all of which exhibited the most promising performance with the least RMSE. These findings collectively represent a significant milestone in advancing our understanding of medical expenditure forecasting and its practical implications for diverse stakeholders within the healthcare landscape.


















[bookmark: _Toc146275976]CHAPTER 5: Conclusion

[bookmark: _Toc146275977]	5.1 Discussion

Medical expenditure has been experiencing a notable annual increase, a trend that predates the COVID-19 pandemic and has been exacerbated by it. This upward trajectory is attributable to various factors, including shifting demographics with aging populations requiring more healthcare services, the continual emergence and adoption of costly medical technologies and treatments, administrative complexities within healthcare systems, and the rising prevalence of chronic diseases. However, the pandemic significantly amplified this expenditure surge. In response to the immediate crisis, countries allocated substantial funds to build temporary healthcare facilities, procure personal protective equipment, and enhance testing and contact tracing capabilities. Furthermore, the development and distribution of vaccines imposed additional financial burdens. Beyond the pandemic's emergency response, COVID-19 has led to increased healthcare needs, such as intensive care and long-term care for survivors, while also highlighting the growing demand for mental health services. This extraordinary demand for healthcare resources underscores the need for governments to invest more heavily in healthcare infrastructure and resources to protect public health and enhance healthcare system resilience. However, the challenge lies in balancing these investments within budgetary constraints, competing with other sectors for funding, and implementing strategies to control healthcare costs while maintaining quality and accessibility. The long-term implications of these trends are multifaceted, encompassing potential improvements in healthcare outcomes and infrastructure but also emphasizing the necessity for sustainable healthcare financing and delivery models. The thesis tackles the problem of forecasting medical expenditures over the past five years by evaluating various algorithms. It combines a systematic review with experimental studies to determine the most suitable algorithms for this task, offering valuable insights to stakeholders in the medical sector. The research begins with a comprehensive literature review, exploring the use of machine learning algorithms for medical expense forecasting. The review highlights five regression algorithms frequently employed between 2017 and 2022: Random Forest, Support Vector Machine (SVM), Decision Tree, Bayesian Ridge, and Linear Regression. The findings of the literature review emphasize the necessity for research in this domain, as the application of these algorithms could potentially address real-world complexities and serve as practical problem-solving tools. Subsequently, an experimental study is conducted to corroborate these findings, where the same algorithms are used to assess the root mean square error. Google Colab is employed as the experimental environment for these studies. The results of the experiments conclude that Support Vector Machine, Linear Regression, and Decision Tree are the top-performing algorithms due to their minimal root mean square error. In summary, the research demonstrates that the identified algorithms, while relatively simple, prove to be effective when compared to more complex alternatives. This work contributes to the field of medical expenditure forecasting, offering a clear path for stakeholders to make informed decisions based on reliable algorithmic predictions.

[bookmark: _Toc146275978]5.2 Novelty of Research
		
The novelty of the research lies in the development of a unified information system with the capability to extract real-time data. This system, coupled with the identified algorithms, offers a powerful solution with far-reaching implications for various stakeholders, including government entities, insurance providers, and investors. One of the key contributions of this research is the ability to provide these stakeholders with accurate and timely data-driven insights. For governments, this means improved budget planning, as they can better anticipate future healthcare expenditures based on historical trends and real-time data. This can lead to more efficient allocation of resources and improved fiscal responsibility. Insurance providers can benefit from this unified system by optimizing their premium structures. They can use the data and algorithms to calculate insurance premiums more accurately, considering changing healthcare costs and risk factors. This not only benefits the insurance companies by reducing the risk of underpricing or overpricing policies but also benefits consumers by potentially leading to more affordable and fair insurance premiums. Investors, too, can make more informed decisions based on the insights generated by the system. They can assess the potential returns on investments in the healthcare sector, factoring in the trends and predictions derived from the data and algorithms. This can lead to more strategic and profitable investment decisions. Overall, the research's novelty lies in its holistic approach to utilizing data and algorithms to create a unified information system that serves as a valuable tool for multiple stakeholders in the healthcare sector. It promotes data-driven decision-making, enhances financial planning, and ultimately contributes to more efficient and effective healthcare systems.

[bookmark: _Toc146275979]5.3 Limitations

While this research has made significant strides in creating a unified information system for medical expenditure forecasting and has demonstrated its potential benefits for various stakeholders, it's important to acknowledge and address any constraints or limitations that could impact the findings and conclusions of the project. One such minor constraint encountered in the research was:

[bookmark: _Toc146275980]5.3.1 Dataset

Due to constraints in time, limited resources, and considerations for data privacy, our research was constrained to utilizing a dataset spanning only two months. It's important to note that a more extensive dataset would have allowed for more accurate predictions, as it would have provided a richer training and testing environment. This constraint aligns with prior studies ([63], [73], [84]) that have emphasized the significance of larger datasets in achieving robust machine-learning outcomes. We recognize and respect the importance of data privacy, which played a role in limiting our ability to collect more extensive records. Our commitment to ethical data handling and privacy protection remains a priority throughout our research. It's essential to acknowledge that the limited dataset may have implications for the generalizability of our findings. A larger dataset could have offered deeper insights and improved prediction accuracy.

[bookmark: _Toc146275981]5.4 Future Works

In the context of this minor thesis, certain objectives and aspects have been identified as essential considerations for future research, which, due to constraints, were not attainable within the scope of this study. These prospective objectives may find their place in future research endeavors, potentially during my PhD studies. First and foremost, among these considerations is the expansion of the dataset. Recognizing the pivotal role of data volume in enhancing the accuracy of results, future research could involve acquiring a more extensive data set. This dataset could potentially be sourced from a local hospital or an insurance services provider. However, it is imperative to underscore that this endeavor would necessitate obtaining all requisite clearances and permissions to ensure ethical and legal data usage. Another significant aspect meriting exploration in future research pertains to the security of the information system. Given that medical information represents some of the most sensitive and confidential data, the development of robust security mechanisms is paramount. A promising avenue for achieving heightened security could involve the utilization of blockchain technology. Implementing a blockchain-based system would represent a substantial advancement, offering enhanced data integrity, transparency, and privacy protection within the healthcare domain.

[bookmark: _Toc146275982]5.5 Chapter Summary

[bookmark: _Toc146275983]5.5.1 Chapter 1: Introduction

This chapter provides a thorough examination of the essential role that data plays in today's society and economy. It highlights the importance of using data analysis tools to make better and more reliable decisions. The chapter also looks at how record-keeping has evolved, especially with the influence of technology. In addition, the chapter explores the significance of record-keeping in various aspects of life, from personal finances to government spending. It discusses the methods used to collect and store data, emphasizing how these methods have changed over the years. Furthermore, the chapter zooms in on the healthcare sector, explaining how data is stored and used for decision-making and other purposes. Finally, it outlines the research questions, objectives, and methodologies for the project.

[bookmark: _Toc146275984]5.5.2 Chapter 2: Literature Review

This chapter holds a significant place in this research because it reviews the work done in the past five years and the findings obtained. It demonstrates that researchers have applied various regression algorithms to predict outcomes in the medical sector. These predictions encompass areas like forecasting revenue, expenses, insurance premiums, insurance claims, and even predicting risk factors for diseases. The literature review confirms that supervised regression algorithms, while straightforward, have proven to be highly effective in delivering promising results. In this research, an extensive analysis was conducted, encompassing 150 research papers. From this pool, the top 35 papers were selected for inclusion in this study. The prior work highlights that, within the last five years, the most effective algorithms for predicting medical sector expenditures include Support Vector Machines, Linear Regression, Bayesian Ridge Regression, Decision Tree Regression, and Random Forest Models.

[bookmark: _Toc146275985]5.5.3 Chapter 3: Experimental Study

In this chapter, the researcher carries out an internal experimental investigation using Google Colab to validate the findings obtained from the previous research. The experimental study utilizes a dataset that was extracted from the information system established during the experiment phase. This dataset comprises two columns: one for dates and another for the sum of amounts. To ensure a robust analysis, the dataset is divided into two subsets – a training set (80%) and a testing set (20%). The researcher leverages machine learning models imported from the scikit-learn library to the experimental platform. To assess model performance, the root mean square error (RMSE) is employed as an evaluation metric. Furthermore, the chapter elucidates the mathematical equations underpinning each algorithm. The ultimate findings from this experimentation demonstrate that Support Vector Machine, Linear Regression, and Decision Tree emerge as the top-performing algorithms in predicting the desired outcomes.
[bookmark: _Toc146275986]5.5.4 Chapter 4: Research Findings

This chapter serves as a pivotal component of the research, as it offers conclusive responses to the research questions posed in Chapter 1. The findings yielded highly promising results, particularly in the realm of forecasting medical sector expenditure. However, it's important to note that this area presents substantial opportunities for further improvement, mainly due to limitations in the dataset and the inability to achieve near-perfect accuracy. The research findings underscore that when it comes to forecasting expenditures, regression algorithms stand out as both simple and highly effective, with dataset quality playing a pivotal role in their success. Out of the five algorithms initially considered, the top three performers were identified as Support Vector Machine, Linear Regression, and Decision Tree. These algorithms demonstrated the lowest root mean square error (RMSE) when compared to the others. Notably, the Support Vector Machine emerged as the best-performing algorithm among the three, boasting the lowest RMSE. The chapter also highlights the future works to be carried out. 


[bookmark: _Toc146275987]5.5.5 Chapter 5: Conclusion

This concluding chapter provides a comprehensive summary of the entire research endeavor. It begins by delineating the core problem addressed, followed by a detailed account of the steps taken to analyze and resolve this problem. The chapter proceeds to present the ultimate outcomes of the research. Furthermore, it acknowledges the forthcoming research challenges and highlights the limitations encountered during this study. Notably, the chapter identifies potential avenues for future research, aiming to enhance the developed information system and reduce the root mean square error associated with the algorithms. One proposed method for improvement is to incorporate larger datasets, and the researcher recommends transitioning from synthetic datasets to real-world datasets, recognizing the scarcity of readily available public datasets as a current constraint.
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Medicine Prescribed in 60 Days

Series 1	
Dexamethasone	Prednisolone (panafcort)	Promethazine (Phenergan)	Cetirizine (Atrizin)	Phenytoin (Dilantin)	Pregabalin (pfizer)	Mebendazole (vermox)	Amoxicillin (alphamox)	Flucloxacillin (staphylex)	Erythromycin (eryc)	Verapamil (isoptin)	Enalapril (Malean)	Pantoprazole (somac)	Hyoscine (Buscopan)	Enalapril (Malean)	54	48	55	48	59	55	50	46	69	40	107	45	61	59	45	


Encounters in 60 Days

Series 1	
Fever 	&	 Headache	Light Fever	Dry cough	Gout	Asthma	Chronic Asthma	Insomina	Fever (Running Nose)	Seizures	Epilepsy	Hookworm	Sore Throat	Ear Infection	Skin Infection	Migraine	High Blood Pressure	Gastric	Abdominal Pain	49	58	65	50	54	48	55	48	59	55	50	46	69	40	107	45	61	59	


Expenditure per country in 60 Days

Series 1	
Australia	India	Singapore	USA	3469.26	2121.3000000000002	1610.22	1390.44	


Visualization of Splitted Data 

Spilitting Data	
Training Data	Test Data	80	20	
Comparision Matrix

Series 1	
Support Vector Machine	Linear Regression	Decision Tree	Random Forest	Bayesian Ridge	44.37	44.51	45.23	45.55	45.82	
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Encounter details

Name : Jordon Sancho

il : josipatient@hotmail.com
Encounter Date : 23-08-2023
Address :

Clinic name : Island Medical Center
Doctor name : Jashnil Kumar

Prescription
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# Read the data from Excel file into a pandas DataFrame
data = pd.read_excel(’Data.xlsx’)
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from sklearn.svm import SVR
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# Create and train an SVM regression model
svm_model = SVR(kernel="1linear")
svm_model.fit(X_train, y_train)
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# Make predictions on the data
y_pred = svm_model.predict(X_test)
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# Print the RHSE value
print(f"Root Mean Square Error (RMSE): {rmse:.2f}")
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Root Mean Square Error (RMSE): 44.37
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from sklearn.linear_model import LinearRegression
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# Create and train a Linear Regression model
linear_model = LinearRegression()
linear_model.fit(X_train, y_train)
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# Make predictions for the specified date range
predicted_amounts = linear_model.predict(future_numerical_dates)




image29.png
print("Root Mean Square Error:", rmse)
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Root Mean Square Error (RMSE): 44.51
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from sklearn.linear_model import BayesianRidge
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# Create and train a Bayesian Ridge Regression model
bayesian_ridge_model = BayesianRidge()
bayesian_ridge_model.fit(X_train, y_train)
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# Make predictions for the specified date range
predicted_amounts = bayesian_ridge_model.predict(future_numerical_dates)
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# Calculate RMSE for the test data
y_test = test_data["Sum of Amount"].values
rmse = np.sqrt(mean_squared_error(y_test, predicted_amounts))
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Root Mean Square Error (RMSE): 45.82
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from sklearn.tree import DecisionTreeRegressor
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# Create and train a Decision Tree Regression model
dt_model = DecisionTreeRegressor()
dt_model.fit(X_train, y_train)
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# Make predictions for the specified date range
predicted_amounts = dt_model.predict(future_numerical_dates)
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# Calculate RMSE for the test data
y_test = test_data["Sum of Amount"].values
rmse = np.sqrt(mean_squared_error(y_test, predicted_amounts))
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Root Mean Square Error (RMSE): 45.23
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from sklearn.ensemble import RandomForestRegressor
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# Create and train a Random Forest regression model
rf_model = RandomForestRegressor(n_estimators=100, random_state=42)
rf_model.fit(X_train, y_train)
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# Make predictions for the specified date range
predicted_amounts = rf_model.predict(future_numerical_dates)
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print(f"Root Mean Square Error (RMSE): {rmse:.2f}")
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Root Mean Square Error (RMSE): 45.55




image48.png
Sum of Amount

180

160

140

120

100

80

60

Forecasted Amount

-%- Predicted Amount
—— Test Data

2023-04-21

2023-04-23

2023-04-25
Dates

2023-04-27

2023-04-29 2023-05-01




